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IMPACT OF HEAVY METALS IN AND AROUND JAMSHEDPUR - A CASE STUDY ON THE DISPOSED EFFLUENTS OF TATA STEEL
 Meeta Jakhanwal (Principal)
 Mrs.KMPM Vocational College. Jsr

ABSTRACT: The present piece of work is confined to Jamshedpur and adjoining areas which has witnessed industrial activities since last one century. This place belongs to the newly created state of Jharkhand which is abundantly endowed with a broad spectrum of mineral deposits including iron which happens to be one of the strategic metals of the mankind through the passage of civilization.

Key words: strategic metals, ecosystems, blast furnace

INTRODUCTION
It was Jamshedji Nusserwanji Tata who initiated the establishment of Tata Iron and Steel Company in the year 1907, now known as Tata Steel. Hence this place came to be known as Jamshedpur in memory of its founder. The iron ore extraction operation is associated with large scale generation of enormous amounts of blast furnace slag and coal ash which contains most of the heavy metals mentioned in the periodic table of elements. The slag materials are finally disposed into the terrestrial and aquatic eco system in the vicinity. Therefore, one century of slag disposal has certainly resulted into the enrichment of heavy metals into the abiotic components of the eco system which leave their legacy on the food chain. Jamshedpur experiences typical climate conditions due to its strategic location (longitude 86o  9 min 0 sec E – 86o  16 min 30 sec E and latitude 22o 44 min 4.5 sec N), with Temperature range between 7.5 o C and 43 o C and rainfall 1400 mm per year. The water need is augmented by two rivers viz. Kharkai and Subarnarekha. A man made reservoir known as Dalma Lake situated at the foot Hill of Dalma Mountain is source of domestic supply of the township. The iron ore which basically happens to be the earth’s crust is brought from distant areas like Noamundi, Joda, Badampahar and Jamda for processing. After iron extraction the whole range of radioactive and non-radioactive elements remain in the slag. Some of the worth mentioning toxic heavy metals present in the slag include copper, zinc, cadmium, mercury, lead, aluminum, titanium, Antimony, Bismuth, Nickel, Cobalt, Manganese and Iron. Some radio-active elements belonging to the Uranium series have also been detected in the blast furnace slag. However, iron, manganese and copper happen to be the major pollutants in this zone due to obvious reasons. Nickel is used in the manufacture of ally steel.

   THE RESEARCH AIM

     The present study aims to study the adjoining areas which have witnessed industrial activities &   since last one century and its impact on the eco system. 

  OBJECTIVES OF THE STUDY:

  1. To study the adverse effect of chemical synergistic edifice of nature.
   2. To generate a clear picture of the scenario existing in the ecosystem of Jamshedpur.

 DATA ANALYSIS AND INTERPRETATION:
. The changes or reformation proposed in the present work are based on the following change
  Management factors in TATA steel.

Production system,
Product Quality,  

The consequence of these changes can be viewed as the company being more competitive to meet the Global standard in terms of cost and quality and converge as a market leader and sustain. So, to measure these interpretations has been prepared through a valid questionnaire and responses from 20 executive and 15 Non-Executive to a total of 35 responses have been collected and have been measured through statistical tools and techniques. like , descriptive The questions were framed in Likert scale assigning the values like i.e. Strongly Agree (1) , Agree (2) Disagree (3) , Strongly Disagree (4)  Undecided (5).So lower values indicate more significant  to the response .


PRODUCTION SYSTEM

It is impediment that to include the production system in to challenges in the product type .It depends upon the product cost, strategy, inventory management, competitive pricing etc. So these five variables have been included in this study. 



V1. Safety environment for quality.
V2. Manufacturing is a production management philosophy built around the continuous reduction of waste.
V3. Materials Requirement Planning is scientific 
V4.Information needed to supply production in their knowledge and experience
V5. Materials requirement planning systems are computerized tools that manage



	Table- 2  Descriptive results of Production System


	
	
	

	
	
	No. of respondents 
	Mean score 
	Std. 
Deviation
	Std.
 Error

	V1
	Executive
	20
	2.29
	1.16725
	.076

	
	Non-Executive
	15
	2.05
	1.242
	.143

	
	Total
	35
	2.23
	1.189
	.069

	V2
	Executive
	20
	2.36
	1.056
	.072

	
	Non-Executive
	15
	2.46
	1.100
	.126

	
	Total
	35
	2.38
	1.066
	.061

	V3
	Executive
	20
	2.17
	1.029
	.068

	
	Non-Executive
	15
	2.03
	1.112
	.127

	
	Total
	35
	2.14
	1.047
	.060

	V4
	Executive
	20
	2.92
	1.383
	.092

	
	Non-Executive
	15
	3.02
	1.540
	.176

	
	Total
	35
	2.95
	1.422
	.082

	V5



	Executive
	20
	2.99
	1.368
	.091

	
	Non-Executive
	15
	2.65
	1.428
	.163

	
	Total
	35

	2.90
	1.389
	.080



Findings:
1. The slag materials are finally disposed into the terrestrial and aquatic eco system in the vicinity. 
2. Iron extraction the whole range of radioactive and non-radioactive elements remain in the slag.
3. In urban areas like Jamshedpur such inset situations are being established where the threat of genetic stress looms large on the population due to occupational exposure. 
4. Zinc in air occurs mostly as white zinc oxide fumes and it is toxic to human beings. 
5. Effects of Manganese has been reported on the human central nervous system by bringing about irreversible damage to the system.




CONCLUSION:

There is a little debate that successful implementation of change can create an extreme competitive advantage and embrace healthy growing and dynamic organizations .It is well understood that lack of doing so or the companies that fear changes are stagnant entities and can send a company on their way to slow and painful death. Globalization is a boon for those companies that can change themselves to lead and produce goods according to market expectations. Tata steel in particular has to compete with low priced Chinese steel producing firms and European steel industries. So the industry has to control industrial effluents for a clean eco system.
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TELEVISION ADVERTISING EXPOSURE AND CHILDREN'S CONSUMPTION PATTERNS: A SURVEY STUDY.

 Dr.Utpal chakraborty 
Asst. Prof Mrs.KMPM Vocational College. Jsr
Utpalchak10@gmail.com

ABSTRACT

The growing prevalence of overweight and obesity children are receiving increasing public, political, and academic attention. Among the various factors identiﬁed as possible causes for the growth of childhood obesity, including time-trend changes in leisure activities and nutritional knowledge. Results showed that children’s exposure to food advertising was signiﬁcantly related to their consumption of advertised brands and energy-dense product categories. The relation between advertising exposure and overall food consumption only held in lower- income families. In conclusion, Critics hold advertising responsible for the problem of childhood obesity because of its abundant promotion of energy-dense food that its products containing relatively high proportions of fat, sugar, and salt.

INTRODUCTION
The impact of television advertising exposure has been investigated as it relates to a child's cog- nitions, attitudes, and behavior. With respect to cognition, researchers have found that more exposure to television ad- vertising is related to increased belief and trust in commercials (Atkin 1975b; Thompson 1964). More exposure is also positively related to the child's understanding of the concept of commercials (Rossiter and Robertson 1974). Inconsistent findings have been reported with respect to attitudes toward television advertising and the amount of exposure. Ward and Robertson (1972) found that high exposure correlated with positive attitudes, but only for middle- and upper-class children. Atkin (1975b) found that children who view the commercials are most favorable toward advertising. Part of the explanation for this lack of consistency is the diversity of methodologies employed by the researchers. Exposure frequency was found to be positively associated with the child's attitudes toward the product Exposure was also found to be related to certain behaviors. The bulk of commercials aimed at children are for highly sugared foods such as cereal and candy (Barcus 1975; Gus- sow 1972). Atkins (1975b) found that children watching the most cereal ads on Saturday morning television are the most likely to ask parents to buy cereals. In addition, children who are heavy watchers of cereal commercials tend to eat the advertised brands. In another study, found that in more than 99 per- cent of all cases, children did not make any explicit mention of vitamins, minerals, or the general health value of the product in choosing a cereal.

OBJECTIVES OF THE STUDY

· The specific objectives of the study have been fixed at:
· To study how far advertising is responsible for the problem of childhood obesity.
· To study the children watching television are the most likely to ask parents to buy cereals. 
· To study the relation between advertising exposure and overall food consumption only held in lower- income families. 





HYPOTHESES OF THE RESEARCH

·  Analyses of child-directed advertising, which have shown that television advertising aimed at children is dominated by high- calorie and low-nutrient food and beverages. 
· Repeated exposure to highly persuasive messages for sugary food products may confuse child viewers about the desirability and nutritional value of foods. 
· The more child-oriented the television advertising viewed, the more negative the relationship between exposure and understanding of nutritional phraseology. This hypothesis is based on the fact that many child- oriented commercials for breakfast cereals and other foods contain phrases such as "part of a good breakfast" or "fortified with vitamins," which are designed to provide nutritional information. The concern is that having such messages presented as part of highly persuasive child-oriented commercials may create confusion about their meaning among child viewers. 

METHODOLOGY
Respondents for this study were 250 elementary school students in grades three to six, inclusive. The student’s represented all of the classes at these grade levels in two elementary schools in two school districts serving the community of Jamshedpur. The classes participated in the study with the permission of the school principals and the cooperation of the classroom teachers. we investigated the associations between children’s exposure to food advertising and  their consumption of (a) advertised food brands, (b) advertised energy-dense food product categories, and (c) food products overall. Relations were examined using multiple hierarchical regression analysis, while controlling for various child (i.e., age, sex, television viewing time) and family variables (i.e., family income and consumption-related communication styles).

DATA COLLECTION
Data were collected from the respondents in the classroom during a normal school day with the use of interviewer administered questionnaires. The procedure followed was to have the classroom teacher introduce the interviewer and tell the students that they would be asked some questions about their television viewing. The interviewer then took a few minutes to make light conversation with the students and put them at ease, after which the questionnaire parts were distributed and administered one at a time. The administration of the questionnaires involved a brief explanatory statement, instructions, and the answering of questions from the students about what they were to do. 

MEASUREMENT
The questionnaire was a four-part instrument, with each part being administered and collected separately. Three parts of the questionnaire measured variables pertaining to this study: exposure, nutritional knowledge, and understanding of nutritional phraseology. In addition to the variables measured with the questionnaire, age and grade level were recorded for each child, and the classroom teachers provided the re- searchers with a grade for the mean level of academic achievement of each child participating in the study.   to television commercials is seen as a function of the amount of television viewing experienced by the child. Exposure was therefore measured with a two-page questionnaire which asked the respondent to list the names of the television shows watched during the past week. To facilitate recall, the questionnaire was divided into sections for week- day and weekend shows. The weekday section was sub- divided by the days of the week (aftemoon and evening), and the weekend section was subdivided into morning, afternoon, and evening sections for both Saturday and Sunday. The decision to measure exposure with recall was felt to limit the span of time over which the respondents should be asked to report their viewing behavior. The use of a one-week time frame was believed to be a reasonable compromise be- tween adequate sampling for purposes of generalization and accuracy in recall. In responding to this part of the questionnaire, children were instructed to list only those programs which were watched in their entirety. In this way, respondents' attention could be focused on each weekly time segment individually, which was felt to aid recall of the shows actually watched. In all cases, it was explained that only the shows watched during the past week should be listed. The respondent's score for exposure was determined by converting each show listed into hours (with the help of local television program listings) and summing the hours across the relevant sections of the questionnaire. For the purposes of this study, hours of viewing were summed for three times of the week which represents differing levels of child-orientation in the commercials aired. They are Saturday morning (child- oriented advertising), weekday afternoons (mixture of child- and nonchild-oriented), and weekday evenings (nonchild-oriented). The child's nutritional knowledge (i.e., general level of knowledge about nutrition and diet) was measured with the use of a thirteen-item true-false test. Questions for the test were taken from the teachers' manuals accompanying seven different elementary school health textbooks covering the entire grade levels included in the study. Between one and three questions related to nutrition and diet were selected from each manual to provide a varied and fairly comprehensive set of questions. Based on the results of a factor analysis, only six items were included in the final scale (see Appendix A). The respondent's nutritional knowledge score was determined by tabulating the number of correct responses across the six questions. Understanding of nutritional phraseology was measured with the use of a seven-item multiple-choice test. A list of relevant phrases and expressions was compiled from observation of approximately five hours of television programming aimed primarily at children. Multiple choice questions were then constructed to test the respondent's understanding of several of these phrases (see Appendix B). The child's score for understanding of nutritional phraseology was determined by tabulating the number of correct responses across all questions. A factor analysis including all items from both scales was completed which showed that the items did load on separate factors in the expected manner. That is, the nutritional knowledge items loaded together and the understanding of nutritional phraseology items loaded on a separate factor. Reliabilities of the two scales yielded coefficient alphas of .56 for the nutritional knowledge scale and .69 for the under- standing of nutritional phraseology scale. These levels of reliability are within the range of acceptability.

RESULTS
Prior to testing for the hypothesized relationships, the re- searchers were interested in whether or not the amount of television viewed is significantly different for different age groups and/or different grades for each of the relevant viewing time periods. This was examined to determine whether age or grade is influencing the hypothesized relationships. Due to the high correlation between age and grade (r = .89), only age was included in the analysis. Results of a one-way analysis of variance are presented in Tables 1 and 2. It can be seen that weekday afternoon viewing does not vary significantly by age. Saturday morning viewing, however, is highly significant by age (p < .000). During this time period, with its high concentration of programming and commercials aimed at children, eight- and nine-year-old watch significantly more television than ten-, eleven-, and twelve-year- olds. The relationship between weekday evening viewing and age is also significant (p < .03). However, during this period, eleven- and twelve-year-old watch significantly more television than eight-, nine-, and ten-year-olds. Frequency distributions of scores on the nutritional knowledge and the understanding of nutritional phraseology measures are provided in Table 3. Scores ranged from zero to six correct on the nutritional knowledge test with a mean of 4.4 correct answers. Scores ranged from zero to seven correct on the nutritional phraseology test with a mean of 5.9 correct answers. While the number of correct answers varied by item, there was no discernible trend based on a visual inspection of the items. Table 4 shows the frequency of incorrect answers on both tests. The relationship between children's ages and nutritional awareness was also examined. It was expected that both measures of nutritional awareness would correlate positively with the child's age. The ages of the sample respondents in this study are representative of two of the stages in Piaget's theory of cognitive development. At about age eleven a child is said to move from the "concrete operations" stage, where formal thought processes are beginning to develop, to the "formal operations" stage, where the essentials of logical thought processes are in evidence (Baldwin 1968). The older children in the sample thus should be better equipped to evaluate and learn from what they see on television than their younger counterparts. Nutritional knowledge and understanding   were both found to be sig- nificandy related to age (p < .000). Older children had higher scores on both measures. Cognitive development and the ex- instance of health education in the elementary school curriculum would account for improved nutritional awareness among the older children.




TABLE 1 AGE AND MEAN HOURS OF EXPOSURE
	Viewing Time Period
	8
	9
	10
	11
	12
	ANOVA Summary Table-f
	ANOVA Summary Table -p

	Saturday Morning
	1.7
	1.8
	1.2
	1.0
	1.1
	5.27
	.0004

	Weekday Afternoon
	2.8
	2.8
	2.6
	2.8
	2.9
	1.12
	.3478

	Weekday Evening
	3.8
	4.6
	4.4
	5.3
	5.6
	2.89
	.0224



TABLE 2 AGE AND NUTRITIONAL AWARENESS SCORES

	Nutritional Awareness
	8
	9
	10
	11
	12
	ANOVA Summary Table-f
	ANOVA Summary Table -p

	Nutritional Knowledge
	3.2
	4.0
	4.7
	4.9
	5.1
	20.03
	.000

	Nutritional Phraseology
	5.0
	5.4
	6.1
	6.3
	6.6
	11.87
	.000




Due to the relationships between age and the nutritional awareness measures, the hypotheses were tested by calculating partial correlation coefficients, controlling for age. The results are shown in Table 5. The amount of television exposure on Saturday mornings correlated negatively with both nutritional knowledge (r =-. 116, p < .05) and understanding of nutritional phraseology (r =-.113, p < .05). Greater levels of exposure to child-oriented commercials, then, are associated with lower scores on both the nutritional knowledge and the understanding of nutritional phraseology measures. Exposure during weekday afternoons showed no relationship to the nutritional awareness measures. Weekday evening exposure, however, was positively correlated with nutritional knowledge (r =. 114, p < .05), although it did not appear to be related to understanding of nutritional phraseology (r = .002). It should be noted that while significant correlations were found, the absolute levels of the amount of variation explained is low. These results are supportive of both hypotheses. Respondents' scores on both measures of nutritional awareness show their strongest inverse relationship with the amount of exposure to television advertising for the viewing period characterized by the highest concentration of child-oriented commercials (i.e., Saturday mornings). These findings are graphically illustrated in Figure 1. 

DISCUSSION AND CONCLUSIONS
The purpose of this study was to explore the relationship between children's exposure to television advertising and their level of nutritional awareness. It appears that television viewing at different times of the week affects children differently. Specifically, exposure to child-oriented commercials was found to correlate with lower nutritional knowledge and lower understanding of nutritional phraseology. One interpretation of these findings is that the child-oriented ads have a negative impact sufficient to interfere with the normal development of nutritional awareness. Perhaps the nutrition- related phrases are themselves confusing to young viewers, due to their placement amid strong persuasive commercial messages. While the intent of the advertiser might be to have such phrases as “part of a good breakfast" or "fortified with ten essential vitamins" perform an information function and avoid the potential for deception, the effects on young viewers may be quite different. Over time, the result may be confusion regarding nutrition in general. This would account for the negative relationship between Saturday morning exposure and scores on both measures of nutritional awareness. If this can be corroborated by additional research, a renewed case may emerge for the regulation of commercial food messages aimed at children. An alternative to regulation of food advertising would be more parental involvement in the influence process. Research has indicated that having adults comment on commercial messages after they have been viewed by children enhances nutritional awareness. Ironically, the time of the week during which the greatest concentration of commercials targeted to children appear (Saturday mornings) is probably not the most conducive to family viewing and parental comment. While there have been many calls for parental involvement in regulating children's exposure to television advertising and mediating the effects of such exposure. 

TABLE 3: NUTRITIONAL AWARENESS
FREQUENCY DISTRIBUTION OF TEST SCORES
	No. Correct 

	Nutritional Knowledge Frequency
	Percent
	No. correct
	Nutritional Phraseology Frequency 
	Percent

	0
	3
	.90
	0
	2
	.6

	1
	9
	2.81
	1
	6
	1.8

	2
	22
	6.72
	2
	10
	3.1

	3
	39
	11.93
	3
	5
	1.5

	4
	74
	22.64
	4
	19
	5.8

	5
	94
	28.75
	5
	46
	14.1

	6
	86
	26.3
	6
	83
	25.4

	
	
	
	7
	156
	47.7



TABLE 4: NUTRITIONAL AWARENESS: ITEM RESULTS BY TEST

	
	Nutritional Knowledge
	
	
	Nutritional Phraseology
	

	Item
	No. Wrong
	% Wrong
	Item
	No. Wrong
	% Wrong

	1
	149
	45.6
	1
	78
	23.9

	2
	88
	26.9
	2
	61
	18.7

	3
	14
	4.3
	3
	19
	5.8

	4
	49
	15
	4
	22
	6.7

	5
	131
	40.1
	5
	63
	19.3

	6
	79
	24.2
	6
	76
	23.2

	
	
	
	7
	33
	10.1




Moreover, parental concern about children's advertising was found to be unrelated to parental control (Feldman, Wolf, and Warmouth 1977). Another study, however, found parental concern to be negatively related to the child's exposure to Saturday television and positively related to the incidence of parent-child discussions about commercial content (Crosby and Grossbart 1981). Other research has found the level of control reported by parents to be positively correlated with the child's under- standing of the concept of commercials and negatively corre- lated with the child's attitude toward television advertising (Wiman 1983). Thus, while parental involvement may be a viable (some would say preferable) alternative to regulation, it remains to be determined how this involvement can best be (a) stimulated on the part of parents, or (b) effectively implemented in the television-viewing environment. Another alternative to government regulation of children's food advertising might be more frequent airing of Public Ser- vice Announcements. Research to date seems to indicate that PSAs have a positive impact on the nutritional awareness and food preferences of children who are exposed to them .The incidence of such messages, however, does not currently comprise a significant portion of the typical child's television dial. In contemplating an increase in the airing of nutrition-oriented PSAs on children's television, questions come to mind regarding the substance and sponsor- ship of such messages. Without government prescriptions on such matters, it is hard to imagine PSAs having a major impact. The imposition of PSA requirements on the advertising industry, however, would be a form of regulation, rather than an alternative to it. 

TABLE 5 PARTIAL CORRELATION OF EXPOSURE WITH NUTRITIONAL AWARENESS (CONTROLLING FOR AGE)
	Exposure
	Nutritional    Knowledge
	Understanding of Nutritional Phraseology

	Saturday Morning 
	-0.116"
	--0.113

	Weekday Aftemoon
	0.059
	0.000

	Weekday Evening
	0.I 14t  
	0.020



Exposure to commercials which are nonchild-oriented correlated with higher scores on the nutritional knowledge measure. It is difficult to speculate on the reasons for this positive association. The possibility exists that these scores result from the greater diversity and higher level of sophistication.

TABLE 6 ACADEMIC ACHIEVEMENTS AND EXPOSURE*
	Viewing Time Period
	A
	AIB
	B
	Academic Achievement B/C
	C 
	C/D
	D
	F

	Saturday Morning
	1.1
	1.1
	1.3
	1.4
	1.8
	1.5
	`1.1
	1.6

	Weekday Afternoon
	3.2
	2.8
	2.8
	3.5
	2.2
	3.3
	3.4
	0.5

	Weekday Evening
	4.8
	5.0
	4.9
	4.9
	4.3
	3.8
	1.6
	6.2

	*Hours of viewing.
	
	
	
	
	
	
	
	



Of evening programming, as well as commercials. The cumulative effect of such diverse exposure may be education- al in nature, thus enhancing nutritional awareness in general. It remains for future research to corroborate this finding and to uncover the factors responsible for it. The absence of a relationship between exposure to non- child-oriented advertising and understanding of nutritional phraseology may simply be due to the fact that the proportion of commercials having the relevant phraseology is very small during the evening viewing hours. Few commercials during this time period are for breakfast cereals and other products which employ the language in question. Exposure to a mixture of child- and nonchild-oriented ad- vertising was not found to be significantly related to either measure of nutritional awareness. Weekday afternoon viewing, consisting of a mixture of child and nonchild programming and commercials, apparently has little or no impact on the child's nutritional awareness. The concentration of child- oriented advertising during this viewing period is apparently not great enough to produce the results observed for Saturday mornings. A possible relationship between academic achievement and exposure was also investigated. The analysis found no significant results for any of the viewing periods tested. A child's grades in school do not appear to be related to the amount of television viewing which is taking place on Saturday mornings, weekday afternoons, or weekday evenings (see Table 6). Academic achievement was, however, found to be positive- ly related to both measures of nutritional awareness (see Table 7). Better students had significantly higher scores on both nutritional knowledge (r = .304, p < .001) and under- standing of nutritional phraseology (r-- .297, p < .001). It was expected that children whose grades in school indicate that they are adept at learning and performing successfully on academic tests would score higher on these instruments. This expectation was particularly true for the first instrument, inasmuch as the individual items were, in fact, test questions from elementary school health textbooks. 

LIMITATIONS
In conclusion, however,  for the continued efforts of a broad range of researchers and a variety of perspectives as essential to building an understanding of the effects of television advertising on children. Another potential problem is that the measure of exposure may have underestimated the respondents' hours of viewing, due to its reliance on the subjects' recall. However, it seems reasonable to assume that such an error, if it exists, is distributed across respondents of different ages and other charac- teristics. One week of viewing may not have been an adequate basis for this measure. But as pointed out earlier in the paper, lengthening the viewing period surveyed would likely reduce the accuracy of the responses. An alternate approach to measuring exposure is aided recall, where respondents are provided program schedules and asked to identify either the shows watched over a defined period of time or those “usually watched." This, however, tends to produce an error in the opposite direction, namely, overestimates of viewing time. Another alternative approach to the measurement of exposure 

TABLE 7 ACADEMIC ACHIEVEMENT AND NUTRITIONAL AWARENESS SCORES

	Nutritional Awareness
	A
	A/B
	B
	B/C
	C
	C/D
	D
	F
	

	 Nutritional Knowledge
	5.1
	4.6
	4.4
	4.6
	3.9
	3.8
	3.6
	3.6
	r= .304 
p<.001

	Nutritional Phraseology
	6.6
	6.2
	6. l
	5.9
	5.1
	5.5
	5.0
	4.6
	 r=.297 p<.001



is the use of a log or diary to record the programs watched as the viewing occurs. The accuracy of the diary is still a function of the respondent's memory and care. In the case of child viewers, this could be a particular problem because much viewing is done without parents being present to assist in the record keeping. The ideal, of course, would be to electronically record the times and channels viewed. Even then, however, there may be some question about who the viewers were. Another limitation of the study relates to the socioeconomic characteristics of the sample. The two schools from which the sample was drawn serve a fairly broad range of middle-class residents. Whether the findings would have been the same for very high or very low socioeconomic groups is not known. Children's television advertising continues to be a potential public policy issue, particularly in the area of health and nutrition, despite the current non- regulatory environment. At the same time, the viability of parental involvement should be explored as an alternative to regulation in this area.

APPENDIX A NUTRITIONAL KNOWLEDGE
Name:-
Grade:- 

Q1.What do you think? Are these sentences true or not? Read each one carefully before you make up your mind.
 
T means: the sentence is true. 
F means: the sentence is false.  
1. Food that is not needed at once can be stored in the body. - True
2. Milk contains all the vitamins you need each day.-False 
3. You need just one kind of food to take care of all your body's needs. -False
4. A very useful food guide is this: "Eat lots and lots of food daily." -False
5. Milk should always be taken in liquid form.-False 
6. Your body does not need sugar at any time.-False


APPENDIX B UNDERSTANDING OF NUTRITIONAL PHRASEOLOGY
Name:-
Grade:-

1. If a commercial for Capt. Crunch cereal says that it is “part of a good breakfast," this means 
A. a bowl of Capt. Crunch is all you should eat for breakfast.
B. you should eat Capt. Crunch only in the mornings. 
C. you should have more than just a bowl of Capt. Crunch for breakfast.
Ans.C 
2. If a commercial for Cocoa Crispies says that it is "fortified with vitamins" this means: 
A. Cocoa Crispies has things in it that are good for you.
B. if you eat Cocoa Crispies you don't need to take vitamin pills
C. you can eat as much Cocoa Crispies as you want. 
Ans. A
3. A "nutritious breakfast" is: 
A. one that only tastes good. 
B. a healthy meal you should start your day with
C. always a very big meal. 
Ans. B
4. If a commercial for Cheerios says that it has "10 essential vitamins and minerals," this means: 
A. you will probably get sick if you don't eat Cheerios.
B. Cheerios is the only kind of cereal you should eat.
C. Cheerios has certain things in it that are .very important for your body.
Ans. C
5. A "balanced diet" is:
A. a group of foods that gives your body everything it needs. 
B. a group of foods that weigh the right amount.
C. a meal that has only one kind of food.
Ans. A

6. Which one of the following is the best example of a "nutritious breakfast?"
A. a glass of orange juice and a bowl of cereal with milk.
B. Three pancakes and 3 pieces of toast. 
C. a glass of tomato juice and 2 pieces of toast.
Ans. A
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CHALLENGES AND ISSUES OF PRIVATE PUBLIC PARTNERSHIP IN INDIA
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INTRODUCTION
The Public Private Partnership (PPP) model in India is mostly directed towards attracting private investment in infrastructure projects. Though India is one of the largest recipients of private investment in infrastructure, yet due to regulatory and policy issues among others, there have been a few hiccups in this area as well, new challenges have cropped up in recent times. A few private companies have walked out of big projects and some others have been demanding renegotiation or are under arbitration. Public-private partnerships are typically found in transport infrastructure such as highways, airports, railroads, bridges and tunnels. Municipal and environmental infrastructure includes water and wastewater facilities. Public service accommodations include school buildings, prisons, and entertainment or sports facilities.The companies like GMR and GVK walked out of mega highway projects and Delhi Airport. 

OBJECTIVE OF THE RESEARCH:

The present research investigation has been undertaken with the following objectives: 

· To know about the term PPP.
· To know about various activities and development related to PPP.
· To focus on its challenges and constraints in financing the desired projects. 
· To highlight the effectiveness of implementing PPP by looking at past experiences in infrastructure projects
· To investigate the best conditions under which PPP is most appropriate.
· To identify the benefits, success and difficulties of PPP 


[image: ]
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FUND PROVIDERS
There are international lending agencies that also provide long term investment finance towards this sector. World Bank, Asian Development Bank and other global agencies supplement the state efforts by lending money to the state authorities. When the state alone cannot bear the entire burden then start for weighing several alternative avenues attracting investment namely: Sovereign state finance; Aid from world multilateral lending agencies; Fiscal budgetary support from state and public finance; Foreign direct investment Public private partnership.

Private sector involvement in the delivery of public services is not a new concept; PPPs have been used for over three decades, starting in 1970s. Initially focusing on economic infrastructure, PPPs have evolved to include the procurement of social infrastructure assets and associated non-core services. PPPs are used in housing, health, corrective facilities, energy, water, and waste treatment projects. PPP policy has also evolved globally as public sectors budgetary challenges limit potential options. One method of tapping into alternative sources of capital is the public-private partnership. 

According to the Federal Highway Administration (FHWA) of United States Department of Transportation, PPP is defined as: “A contractual arrangement between public and private sector entities pursuant to which the private sector is involved in multiple elements of public infrastructure projects” (FHWA, 2010) Public-private partnerships have contract periods of 25 to 30 years or longer. Financing comes partly from the private sector but requires payments from the public sector and/or users over the project's lifetime. The private partner participates in designing, completing, implementing and funding the project, while the public partner focuses on defining and monitoring compliance with the objectives. Risks are distributed between the public and private partners according to the ability of each to assess, control and cope with them.

PAYMENT FOR PUBLIC-PRIVATE PARTNERSHIPS
Although public works and services may be paid for through a fee from the public authority's revenue budget, such as with hospital projects, concessions may involve the right to direct users' payments, as with toll highways. In cases such as shadow tolls for highways, payments are based on actual usage of the service. In cases involving wastewater treatment, payment is made with fees collected from users.

BENEFITS OF PUBLIC-PRIVATE PARTNERSHIPS
Private-sector technology and innovation help provide better public services through improved operational efficiency. The public sector provides incentives for the private sector to deliver projects on time and within budget. In addition, creating economic diversification makes the country more competitive in facilitating its infrastructure base and boosting associated construction, equipment, support services and other businesses.
A good PPP can have the following benefits infecting down to the objective of creation of infrastructure and assets. Good PPP’s have lowered the life cycle cost of projects, Introduced state of the art technology, It substantially improved customers service, Corporate are voluntarily seeking ways to increase positive impact of their projects by undertaking CSR initiatives. It may be mentioned here Companies Act 2013 has mandated upon the companies to mandatorily spent 2% of their profits CSR related activities. In case on viability gap funding (VGF). The ministry of finance offers priority to socio –economically desirable projects viable under the PPP format and the Govt extends budgetary grants and fiscal resources support to the projects. 

ISSUES & CHALLENGES of PPP IN INDIA
· The high economic growth witnessed by India during the last decade was accompanied by realization of the need for enhanced investment in infrastructure. Rapid urbanization and industrial growth led to demand for basic infrastructure such as water supply and sanitation, transportation and energy. Rapid growth in purchasing power in the rural areas simultaneously meant a need for improving connectivity and services for attaining a seamlessly integrated network of logistics and facilities. In order to augment economic growth, the government initiated several policy and enabling measures to support the creation of high-quality infrastructure and efficient delivery of services to its citizens. 

· The Twelfth Five Year Plan (2012-2017) was formulated against the backdrop of a remarkable performance of the infrastructure sector during the Eleventh Plan. The Twelfth Plan projected an investment of Rs.55.75 lakh crores (at current prices) in infrastructure during the Plan period (2012-17), which was more than twice that achieved during the Eleventh Plan period. Furthermore, the Plan adopted a strategy of encouraging higher private investment in infrastructure which was projected to rise substantially from 37% in the Eleventh Plan to approximately 48% in the Twelfth Plan. 

· Macro-economic developments in the late 2000s saw an overall slowdown in delivery and investment in infrastructure projects in general, including private sector projects and non-PPP projects, as in the case of the power sector. This combined with country specific issues including weak capacity in public sector administration and private sector constraints to meet the requirements of a developing economy, led to a deleterious impact on investment in infrastructure, and choking of further capacity to invest by the private sector. 


· The performance in the first two years of the Twelfth Plan suggests that infrastructure investment has slowed and there will be a shortfall of approximately 30%, with the shortfalls in public investment (central and states combined) and private investment 5 at 20% and 43% respectively . 

· The use of PPP an as instrument of procurement for creation of infrastructure assets and delivery of public services has been recognized globally. Given the enormity of investment required and the limited availability of public resources for investment in physical infrastructure in India, the projected infrastructure requirements have made it imperative for the government to explore avenues for increasing investment in infrastructure through a combination of public investment and the PPP mode of delivery. 

· While augmenting delivery and financing of public projects, PPPs are expected to bring in new and cost-effective technology for creation of infrastructure assets, managerial efficiency, and superior competencies in service standards for the  Economic Survey, 2015 Report of the Committee on Revisiting and Revitalizing the PPP Model of Infrastructure  operation and maintenance of public assets. There is a contractual accountability for the private party to guarantee timely and high-quality infrastructure services to end users. 

· In India, PPP applies to a contractual arrangement between a government or statutory entity, or a government-owned entity on one side and a private sector entity on the other, for the provision of public assets or public services. This is done through investments made and management undertaken by the private sector entity for a specified period of time, with a well-defined allocation of risk between the private sector and the public entity, whereby the private entity receives performance linked revenues that conform or are benchmarked to specified and pre-determined performance standards, measurable by the public entity or its representative. 


· In essence, therefore, PPP refers to the provision of a public asset and service by a private partner who has been conceded the right (the “Concession”) for the purpose over a specified period on the basis of market-determined revenue streams that allow a commercial return on investment.

· PPPs do not include public investment in private infrastructure, private investment in private infrastructure, private investment in avenues other than providing a public service or good or joint ventures between the government and the private sector for activities such as manufacturing or the New Exploration Licensing Policy for Production-sharing Contracts in the Oil sector. 


· While the fallout of the slowdown has been particularly harsh on the infrastructure sector, especially in projects that were not in PPP mode, the PPP segment overall has done reasonably well, both at the central government level and in some states. The measures taken by the Government of India over the last 10-15 years had resulted in a robust pipeline of projects at different stages of implementation (under bidding, construction and operations). The sectorial spread of PPPs has been fairly diverse in hard infrastructure sectors such as transport (roads, airports and ports), which has seen the largest share in terms of numbers and success. The new airports at Delhi, Mumbai, Bengaluru and Hyderabad and the large dimension of highway projects are part of the programmatic success of PPPs in the country. Report of the Committee on Revisiting and Revitalizing the PPP Model of Infrastructure. 
THERE ARE SEVERAL STAGES INVOLVED IN INVITING PRIVATE CONTRACTING PARTIES TO THE PPP CONTRACT:
Inviting competitive bidding either national or international; Acceptance of contract award method; Determining the terms and conditions of contract; Determining the price at which contract is offered to private parties; The future monetary benefits assured to the private entities. 

VARIOUS ACTIVITIES & EXAMPLE RELATED TO PPP
· In November 2013, a newly proposed regulatory authority for highways in India (RHAI) bill was drafted , which besides adjudicatory functions, seeks major role for regulator in contract management to lessen the litigation or arbitration cases to facilitate dispute resolution, dispute redressal  machinery .
· In the budget speech of 2013-14 the Govt. has decided to constitute a regulatory authority for the road sector given that the road construction sector has reached a certain level of maturity; but it faces challenges not envisaged earlier, including financial stress, enhanced construction risk and contract management issues, that are best addressed by an independent authority and regulator for road sector.
· Attracting private participation imbibes with it innovation with different structures and expedited the process of implementation. According to PPP status Report of government of India as on July 31,2011,in terms of total value of contracts in cores of rupees, Andhra Pradesh occupies the first rank with Rs 66,918.3 crore; followed by Maharashtra Rs 45,592.0 crore; Karnataka Rs 44658.9 crore; Gujarat Rs 39637.2 crore; Uttar Pradesh Rs 26,595.8 crore. It signifies that infrastructure development finance is positively inverse towards south and western part of India. 
· In terms of total value of contracts in crores of rupees, roads occupy the first rank with Rs 176724.9 crore; followed by Ports Rs 81,038.2 crore; Energy Rs 67244.6 crore; urban development Rs 29475.0; Airports Rs 19,111.0 crore. During the last eleven years under PPP financing these five states are top most priority areas of our national growth agenda. Surveying of additional public investment coupled with private resources and expertise are essential but not sufficient condition for achieving a double digit growth rate of the country. 
· In terms of total number of projects based on contract award method and the total project offered under PPP mode, roads occupy first rank with 405 numbers; followed by urban development 152; Ports 61; Energy 56; Tourism 50. 
· Another angle of analysis is the contract award method. There are four process available in this regard namely Domestic competitive bidding; International competitive bidding, negotiated MOU, unsolicited. Almost all the project under consideration were offered on competitively bid, either national or international competitive bidding; while negotiated one through MOU was offered primarily to Railway PPP project. In terms of contract award method, the international competitive bidding yielded 35percent of total investment in India followed by domestic competitive bidding 26 percent.

THE FOLLOWING ARE THE CONSTRAINTS THAT ARE REVEALED IN COURSE OF OUR FIELD SURVEY OVER THE IMPLEMENTATION OF PPP PROJECTS:-
1. There is no formal law governing the project contract 
2. Whether bidding will be done through multi-stage bidding after scrutiny of the project proposal at two or three layers 
3. Whether there will be open public action or through mere official notification, then receiving the tender proposal and then assignment of contract. 
4. Who will be authority to fix the price for bidding of the project, whether it is going to ensure a reasonable amount of public revenue and at the same time leave some remunerative commercial gain for private parties 
5. What is the scope of CAG scrutiny and audit over the work allocation by public authorities, government departments? 
6.In case a private party suffers loss at a subsequent period on account of work contingency, strike, price escalation, natural calamity, higher compensation payable for land acquisition and rehabilitation of the affected people, or for other reasons. 
7. There is less information available in terms of actual contracts used. 
8. Initial spadework and the garnering of statutory approvals is done by the Govt, prior to inviting bids. 
9. Delays, litigation in land acquisition, payment of monetary compensation; over shifting of utilities in the states can hold projects for a long period. 

10. What is the scope of CAG scrutiny and audit over the work allocation by public authorities, government departments? 
11.In case a private party suffers loss at a subsequent period on account of work contingency, strike, price escalation, natural calamity, higher compensation payable for land acquisition and rehabilitation of the affected people, or for other reasons. 
12. There is less information available in terms of actual contracts used. 
13. Initial spadework and the garnering of statutory approvals is done by the Govt, prior to inviting bids. 
14. Delays, litigation in land acquisition, payment of monetary compensation; over shifting of utilities in the states can hold projects for a long period. 

RECOMMENDATIONS
Having accepted the Rangarajan Committee formula, the Centre has approved premium rescheduling for road projects. Premium is the amount road developers agree to pay the Govt, as the projected returns to them from tolls etc. are seen as very attractive. Reportedly premiums adding up to Rs 151000 crore are due to the Centre. The centre and the concerned state may form a Joint Venture (JV) to fast forward project clearances in a time bound manner. This would obviously make the project bankable and speed up its execution through debt financing from lenders. It would enable winning bidders raising funds at finer rates free of various risks. Revenue streams from tolls or real estate development can be quite different from initial estimates, it is worth to have built in mechanism for transparent renegotiations for the greater good. The contracts must clearly spell out the obligations of all the stakeholders. There is need to have an independent regulator for highways for oversight on project development and follow-through, including maintenance and the vital aspect of Road safety. 
CONCLUSION
Risk allocation and sharing is a very important subject that was mentioned in the literature review as well as in the survey responses. Much emphasis is placed on the appropriate allocation of resources in PPP projects. This is of much importance because each party might have other adherent motives and objectives for entering into a PPP project. How best the private sector deals with these risks determine the success of the project. PPP projects are mostly used on large projects which incorporate modern and innovative ideas. Due to their scale and technicalities involved, such projects tend to cost more and have a higher risk associated. Without the resources and expertise of the private sector, the success of such projects might never be accomplished. Most companies in the private sector would like to get involved in such projects to improve their image in the industry. Fiscal administration and resource allocation principal stipulates that public revenue should be deployed in the best possible way which ensure percolation of benefits to the large number of members in the society, sharing benefits among all, making common fiscal resources delivering services to large number of members in the course of governance. PPP is one of the instruments of delivering public service blending together the benefits of both the world of public ownership of assets with private enterprising zeal and sprit. It is essential but not sufficient to create and environment of reciprocate, commonality of goals based on mutual trust and good faith. Our research findings revealed that PPP mode has attained quite a degree of success during the last ten year period and the model would continue to serve the nation in creating development in put for the future generation with sustainable development sans destruction. 
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INTRODUCTION:
The revolution in computing and communications of the past few decades, indicate that technological progress and use of information technology will continue at a rapid pace the internet growth and e commerce has begun to create fundamental change in government societies and economies with social economic and political implications, this advances present many significant opportunities but also are having wide range effects across numerous domains of society and for –policy makers. Issue involve economic productivity intellectual property rights privacy protection and affordability of and access to information among other concerns e-commerce has already improve business value by fundamentally changing the ways products are conceived marketed delivered and supported. E-commerce is helping organizations to reduce transactions sales, marketing and advertising costs it is also helping businesses to reach global markets efficiently 24hrs. per day, 7 days per week and 365 days per year. Many of the benefits come from improved consumer convenience, expended choices lower prices and the opportunity for better interactions with partner’s suppliers and targeted customers for services and relationship e-commerce has also improved product promotion through mass customization and one to one marketing 
Adoption of new information technologies, particularly e-commerce is expected to result in improvement in firm performance such as reducing cost and closer coordination of economic activity among business partners. E-commerce specifically is predicted to result in lower coordination or transaction costs due to automation of transaction online as well as productivity and efficiency gains. As e-commerce continuous to grow rapidly it could have significant effects on the social and economic structure of economy. The impacts of this changes are diverse and may even widen the digital divide among nations, alter the composition of trade disrupt labor markets and change taxation.  
OBJECTIVE: 
Electronic commerce over the internet is a new way of conducting business. Through only few years old, it has the potential to radically alter economic activities and the social environment. Already it affects such large sectors as communications finance and retail trade, it holds promise in areas such as education, health and government. An innovation in information’s and communication technologies have created a revolution that is changing the way the world works, learns, communications and transacts business. E-commerce continues to show strong growth and has been influencing the social and economic growth of nations on one hand e-commerce technologies have helped nations to accelerate their economic growth and to provide more opportunities for business to grow but it has also created many challenges and effects across numerous domain of society and policy makers. this issues involves economic productivity intellectual property right privacy protection and affordability of an access to information, among other concerns this paper describes the various socio economic impacts and influences that have been  created by e-commerce.
ECONOMIC DRIVERS OF E-COMMERCE:
Five broad themes have emerged as important for understanding the economic and social impact of e-commerce.
E-COMMERCE TRANSFORMS THE MARKET PLACE: e-commerce will change the way  business is conducted. Traditional intermediary functions will be replaced, new products and markets will be developed, new and far close relationships will be created between business and consumers. it will change the organization of work, new channels of knowledge diffusion and human interactivity in the work place will be opened, more flexibility and adaptability will be needed and workers functions and skill will be redefined. 
E-COMMERCE HAS A CATALYTIC EFFECTS: e-commerce will serve to accelerate and diffuse more widely changes that are already underway  in the economy such as the reforms of regulations, the establishment of electronic links between business and the demand for higher skilled workers. Likewise many sectoral trends already underway  such as e-banking, direct booking of travel and one to one marketing will be accelerated because of e-commerce 
E-COMMERCE OVER THE INTERNET VASTLY INCREASES INTERACTIVITY IN THE ECONOMIC : these linkage now extend down to small business and households and reach out to the world at large. Access will shift away from relatively expensive personal computer to cheap and easy to use TVs and telephones devices. People will increasingly have the ability to communicate and transact business anywhere any time. 
OPENNESS IS AN UNDERLYING TECHNICAL AND PHILOSOPHICAL TENET OF THE EXPANSION OF  E-COMMERCE: the widespread adoption of internet as a platform for business is due to its nonproprietary standards and open nature as well as to the huge industry that has evolve to support it. The economic power that stems from joining a large network will help to ensure that new standards remain open. More importantly openness has emerged as a strategy, with many of the most successful e-commerce ventures granting business partners and consumers unparalleled access to their inner workings, databases and personnel. This has led to a shift in the role of consumers, who are increasingly implicated as partners in product design and creation. An expectation of openness is building on the part of consumers / citizens which will cause transformations, for better or for worse in the economy and society.
E-COMMERCE ALTERS THE RELATIVE IMPORTANCE OF TIME : Many of the routines that help define the look and feel of the economy and society are a function of time, mass production is the fastest way of producing at the lowest cost , one’s community tends to be geographically determined because time is a determinant of proximity. E-commerce is reducing the importance of time by speeding up production cycles, allowing conducting transactions around the clock. As the role of time changes , so will the structure of business and social activities , causing potentially large impacts.
POSITIVE INFLUENCE OF E-COMMERCE FOR BUSINESS
24\7 business: e-commerce allows a show, showroom or an office to open 24\7 it also means that time zones are not a problem,
Developed complete new type of business: e-commerce has allowed the establishment of completely new type of business such as online shopping and internet banking which with new ways of thinking and processes provides many benefits and advantages 
Brings substantial net benefits to the economy reasonable costs and price: real impact of it is its ability to reduce costs and prices and make during business more efficient 
Large number of enterprises has migrated to internet based system for increased efficiencies, lower cost and the ability to operate in real time across different platform
E-commerce permit customers to custom order products based on individual needs and preferences virtually thousands of choices.
Increased competitiveness of small and mid-size business
Social impacts of e-commerce: social impacts mean the structure and functioning of societies at an individual and aggregate level.
E-COMMERCE AND THE DIGITAL DIVIDE
the term digital divide means a lack of equal access to computer technologies and the internet, creating a gap between those who have & those who have not on one hand , e-commerce has provided new opportunities for eco, growth on the other hand it has created a social problem of digital divide –more than 2\3 of the world population still is deprived of access to information and communication technologies tin the adoption of digital technologies among different social groups and firms depending on industry structure, business size & location
E-COMMERCE AND MARGINALIZATION: with the use of internet to conduct business fewer people are required as jobs are automated or made obsolete. This also means that those who are employed in the formal sectors require skills and knowledge this implies that the other half is either unemployed or as or is in the informal sector of the economy they are therefore marginalized as they are pushed to the periphery due to their inappropriate education or skills they are further marginalized s the gap in the knowledge attained between themselves and those in the formal sector grows
SOCIAL ISOLATION: e-commerce makes it possible for an order consumer to purchase almost all needs from home & have those items delivered. But this can head social isolation. the only time there is any personal contact in tour his situation is when consumer signs for the packages & when they call up customer services.
SOCIAL DISPARITIES & CHANGE OF LIFE STYLE: change is household’s role, division of labor responsibilities & relationship take place at least partially influenced by the adoption and use of modern information & communication technologies have based e work and other combinations of time and place flexibility have created a variety of important effects in partnership, families, and family life.
LOSS OF INDIVIDUALITY: organization used sophisticated tools to reach customers and get their personal data record into their database. Many believe that e-commerce technology is eroding personal privacy because consumer has no control over their personal data, the merchants have collected during their shopping experience.
PRIVACY : it is not just our personal information that is being abused  but we are subjected to almost daily scrutiny of our lives, computers can monitor every aspects of our online activities whether we are in our cars and just a short walk away from where we parked, someone somewhere will be able to know our location
ECONOMIC BEHAVIORAL CHANGES: The changes that B2C e-commerce has sparked arguably have had a more significant impact on the economy and on buyers' behavior than has B2B ecommerce. In the past, when consumers wanted to make purchases they had to set aside time to shop during certain hours of the day, or they had to read through catalogs sent to them by mail-order houses. Today, many consumers can simply use their computers— and now smart phones or other portable electronic devices—to shop online. Buyers and sellers that engage in e-commerce retail trade are no longer restricted by store hours, geographic marketing areas, or catalog mailing lists. With a few simple clicks they can gain access to a variety of goods 24 hours a day, seven days a week. The characteristics of retail e-commerce merchandise also have changed significantly over the past decade. Back in 2000, computer hardware was the most common type of merchandise sold over the Internet. Today, the variety of merchandise is extremely diverse, and shoppers can buy almost anything online
ECONOMIC IMPACT AND INFLUENCE OF E-COMMERCE: it could have significant effects on the structure and functioning of economics at the firm, sector and aggregate level. the most basic of economic transactions— the buying and selling of goods—continues to undergo changes that will have a profound impact on the way companies manage their supply chains. Simply put, e-commerce has altered the practice, timing, and technology of business-to-business (B2B) and business-to-consumer (B2C) commerce. It has affected pricing, product availability, transportation patterns, and consumer behavior in developed economies worldwide.
E-COMMERCE INFLUENCES DEMAND PATTERNS: As technology, e-commerce, and globalization become more intertwined, buyers and sellers are increasing their connectivity and the speed with which they conduct sales transactions. As we saw during the recent turmoil in the financial markets and some supply chain networks, speeding up sales transactions can be a very positive attribute when small market corrections are taking place. However, during a major economic correction like the one we witnessed during the Great Recession, a quicker response to sales transactions can have cascading impacts on supply chains, resulting in large contractions or expansions in orders, production, shipments, and inventory.
That's because years ago, it might have taken two years for events in one country to affect another's economy. Now, thanks to technology and instant communication, the impact can be almost immediate.
ORGANIZATIONAL CHANGES OF ENTERPRISES: e-commerce can influence the process of governance in various ways and in varying degrees, from improving the current mechanism of delivery of services to transforming the entire mechanism and the nature of services themselves. It can lead to increase participation inclusion and integration on one hand and increased marginalization loneliness and exclusion from information and communication on the other.
E-COMMERCE AND LOCAL BUSINESSES: As e-commerce grows it will create an important socio-economic effect which will be increased competition with the traditional businesses in any local community. In general local merchants are ill prepared to take full advantage of e-commerce dye to various reasons and thus they are unlikely to see gains from it.
COMMUNITY: Level Impacts of E-Commerce –It has many positive influences on the individual level whereby local buyers gain more value and greater access to suppliers. However, the results  at the community level may be undesirable  as it can creates job losses, loss of local shopping options, even with higher prices, decreased attractiveness of local community etc.
Some of the intangible downside risks of increasingly "virtual" interaction within rural community include the possible "de-socialization" of individuals who have less and less direct contact with their peers, their co-workers, and their community. This can extend to family relations as well, particularly if technology creates further imbalances between those who are "on-line", and those without access to these technologies. On the other hand, equitable deployment of infrastructure and educational resources could provide a means of maintaining and expanding family and communal ties that would otherwise be broken by distance and cost.
2) Other problem includes psychological and physical health-related effects of sedentary, computer anchored work environments. Early experience suggests that as this type of work (and social) activity expands, businesses and government will have to consider broad-based means to offset health hazards with new policies and treatments.
3) E-commerce may offer the potential for shifting the balance of opportunity, wealth, and social and political inclusion. As much as these trends can be beneficial to the majority of rural community, they are also likely to bring unanticipated effects on cultural and social norms. Indigenous traditions that have so far survived the intrusion of modernity may be less resilient in the face of global networks and instantaneous communication. These types of impact are just as significant as changes in bottom-line incomes, and can really only be "measured" by the persons whose lives are being changed by forces largely beyond their control.

IMPACT ON EMPLOYMENT AND LABOR POLICY – The growth of e-commerce is likely to have both direct and indirect impacts on labor markets as well as the composition of employment since e-commerce may create more knowledge base products, it is likely to drive wide spread changes in the labor market shifting the composition of workers required to produce and deliver a product or services. There will be shifts in the kind of skills needed, faster rates of innovation and diffusion may also be associated with a higher turnover of jobs this may create more turbulence as workers will need to enhance their skill from time to time.
COMPETITIVE ENVIRONMENT: e-commerce will have a significant impact on the competitive environment because in e-commerce the entry cost is low and transaction costs are lower, it allows small entrepreneur to enter the market place easily. On the other hand e-commerce especially facilitates enterprises who’s success depends on network effects. These effects may create problems for competition and antitrust policy. Since e-commerce would transcend geographical boundaries many big firms of known brands may not only expand their markets but also may enter into new business activities this may help to reduce the cost and prices but it will create the danger of creating an e-commerce monopoly by a few corporation or networks of corporations many firms may use the low price strategy to grab the market and eliminate the competition.
IMPACT ON PRICES: e-commerce widely expected to improve efficiency due to reduce transactions and search costs, increase competition and more streamlined business processes lower search costs may also lead to internet consumers being more sensitive to price changes. By reducing search cost and increasing the flow of information e-commerce might effectively shift power from producers to consumers and make it harder for firms to maintain higher prices.
IMPROVING MARKETING AND SALES:
Product promotion. The existence of e-marketplaces has increased the promotion of products and services through direct marketing. Contact with customers has become more information rich and interactive.
◗ New sales channel. Because of the direct reach to customers and the bidirectional nature of communications in EC, a new distribution channel for existing products has been created.
◗ Direct savings. The cost of delivering information to customers over the Internet results in substantial savings to senders of messages. Major savings are realized in delivering digitized products (such as music and software) rather than physical ones.
◗ Reduced cycle time. The delivery time of digitized products and services can be reduced to seconds. Also, the administrative work related to physical delivery, especially across international borders, can be reduced significantly, cutting the cycle time by more than 90 percent. One example of this is Trade Net in Singapore, which reduced the administrative time of port-related transactions from days to minutes. Cycle time can be reduced through improvements along the supply chain (e.g., by using RFID).
◗ Improved customer service. Customer service can be greatly enhanced by enabling customers to find detailed information online. For example, FedEx and other shippers allow customers to trace the status of their packages. Also, auto responders (see Chapter 11) can answer standard e-mail questions in seconds. Finally, human experts’ services can be expedited using help-desk
Software.
◗ Brand or corporate image. On the Web, newcomers can establish corporate images very quickly. What Amazon.com did in just 3 years took traditional companies generations to achieve. A good corporate image facilitates trust, which is necessary for direct sales. Traditional companies such as Intel, Disney, and Wal-Mart use their Web activities to affirm their corporate identity and brand image. Case A.1 demonstrates how one company uses personalization to bolster its image.
◗ Customization. EC enables customization of products via the build-to-order process (see Appendix 2A). Buying in a store or ordering from a television advertisement usually limits customers to a supply of standard products. Dell is the classic example of customization success. Today, customers can configure not only computers but also cars, jewelry, shoes, clothes, gifts, and hundreds of other products. If done properly, a company can achieve mass customization that provides a competitive advantage and increases the overall demand for certain
Products and services. Customization is changing marketing and sales activities both in B2C and in B2B.

CONCLUSION:
As e-commerce grows, there will be important socio economic side effects. Although information technology has the potential to reduce disparities between nations, a symmetric access to its benefits by different sections of societies can have far reaching social and economic implications. our research suggest that e-commerce technologies are helping organizations societies and nations to accelerate their socio economic growth and to provide more opportunities for business to grow, but it has also created many challenges and effects across numerous domains of society and process many challenges for policy makers. In this paper we have identified a comprehensive set of socio economic variables that are influenced by e-commerce. Further imperial validation could be done for this variables in different countries.
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The 21st century is an era of WWW that is internet. People are highly influenced by the digital gadgets like computers, laptops, mobile & smart phones etc. These gadgets are giving rise to eCommerce and on line transactions. To improvise these facilities Digital India is a campaign launched by the Government of India to ensure that Government services are made available to citizens electronically by improved online infrastructure and by increasing Internet connectivity or by making the country digitally empowered in the field of technology. It was launched on 1 July 2015 by Prime Minister Sri Narendra Modi. The initiative includes plans to connect rural areas with high-speed internet networks. So, we can see it as a programme to transform India into a digitally empowered society and knowledge economy. Digital India consists of three core components. These include: The creation of digital infrastructure, Delivery of services digitally & Digital literacy. The Government of India hopes to achieve growth on multiple fronts with the Digital India Programme. Specifically, the government aims to target nine 'Pillars of the Digital India' that can be introduced in different areas with electronic facilities. Overall Costs of Digital India is Rs 100,000 Cr in ongoing schemes (only DeitY, DOT & not incl. those in other line Ministries) &  Rs 13,000 Cr for new schemes & activities. Although it looks very beneficial, same time it has several challenge like literacy problem, high cost, lack of resources like equipment, skilled manpower etc.
In this paper we are going to discuss the nine pillars of Digital India along with its advantages & challenges etc.
Keywords : internet, digital infrastructure, digital literacy, knowledge economy.

INTRODUCTION
Digital India is a program to transform India into a digitally empowered society and knowledge economy.
It is a program which will create all round development to the country. We all know that 21st century is an era of WWW that is internet. People are highly influenced by the digital gadgets like computers, laptops, mobile & smart phones etc. These gadgets are giving rise to e-commerce and on line transactions. The impacts of these electronic gadgets are changing the life styles of the people both in cities and villages. We can see various advertisements showing the people in remote areas are using 4G facilities of Airtel & Idea etc. Life is difficult to imagine without technology. In this scenario Digital India is a program launched by our honorable Prime Minister Sri Narendra Modi on 1 July 2015 with a motive “Power to Empower” [1]. In 21st century the most important technology is power of digitization, which will allow individual to communicate globally [2].
We find the new technology for nextGen services like Cloud Computing, Big Data, Green computing that are going to give remote services to far away areas, consumption of less electricity, Easy access of information through big data. These facilities should be applied for society, especially in villages. As we know India is a country of villages, so main center for digitization should be the villages and rural areas. The objective of the Digital India program is to connect rural areas with high-speed Internet networks and improving digital knowledge[3][4][5] of the people. 
[2] VISION & PLANS OF DIGITAL INDIA PROGRAMME
The vision of Digital India programme is inclusive growth in areas of electronic services, products, manufacturing and job opportunities etc. and it is centered on three key areas – Digital Infrastructure as a Utility to Every Citizen, Governance & Services on Demand and Digital Empowerment of Citizens [6].
Bharat Broadband Network Limited (BBNL), an entity of the government of India which executes the National Optical Fibre Network project will be the custodian of Digital India (DI) project. BBNL had ordered United Telecoms Limited to connect 250,000 villages through GPON to ensure FTTH based broadband. This will provide the first basic setup to achieve towards Digital India and is expected to be completed by 2017 [1].
The government is planning to create 28,000 seats of BPOs in various states and set up at least one Common Service Centre in each of the gram panchayats in the state [7]. 
The 2016 Union budget of India announced 11 technology initiatives including the use data analytics to nab tax evaders, creating a substantial opportunity for IT companies to build out the systems that will be required. Digital Literacy mission will cover six crore rural households [8]. It is planned to connect 550 farmer markets in the country through the use of technology [9].
One of the big problem in India is language. Out of 10% English speaking Indians, only 2% reside in rural areas. Rest everyone depends on their vernacular language for all living their lives. However, as of now, email addresses can only be created in English language. To connect rural India with the Digital India, the Government of India impelled email services provider giants including Gmail, office and rediff to provide email address in regional Languages. However, the email provider companies has shown positive sign and is working in the same process [10]. An Indian based company, Data Xgen Technologies Pvt Ltd, has launched world’s first free linguistic email address under the name ‘DATAMAIL [11] which allows to create email ids in 8 Indian languages, English; and 3 foreign languages – Arabic, Russian and Chinese. Over the period of time the email service in 22 languages will be offered by Data XGen Technologies [12].
[3] THE 9 PILLARS OF DIGITAL INDIA
The Government of India hopes to achieve growth on multiple fronts with the Digital India Programme. Specifically, the government aims to target nine 'Pillars of the Digital India' that they identify as being: [13]
1. Broadband Highways
2. Universal access to Internet/phones
3. Public Internet Access Programme
4. e-Governance – Reforming Government through Technology
5. e-Kranti - Electronic delivery of services
6. Information for All
7. Electronics Manufacturing target NET ZERO imports
8. IT for Jobs
9. Early Harvest Programmes.
· BROADBAND HIGHWAYS
This covers three sub components, namely Broadband for All Rural, Broadband for All Urban and National Information Infrastructure. Under Broadband for All Rural, 250 thousand village Panchayats would be covered by December, 2016. DoT will be the Nodal Department and the project cost is estimated to be approximately Rs. 32,000 Cr. Under Broadband for All Urban, Virtual Network Operators would be leveraged for service delivery and communication infrastructure in new urban development and buildings would be mandated. National Information Infrastructure would integrate the networks like SWAN, NKN and NOFN along with cloud enabled National and State Data Centres. It will also have provision for horizontal connectivity to 100, 50, 20 and 5 government offices/ service outlets at state, district, block and panchayat levels respectively. DeitY will be the nodal department and the project cost is estimated to be around Rs 15,686 Cr for implementation in 2 years and maintenance & support for 5 years.
· [bookmark: section-2]UNIVERSAL ACCESS TO MOBILE CONNECTIVITY
The objective is to connect each individual globally that is to focus on network penetration and fill the gaps in connectivity in the country. All together 42,300 uncovered villages will be covered for providing universal mobile connectivity in the country. DoT will be the nodal department and project cost will be around Rs 16,000 Cr during FY 2014-18.
· [bookmark: section-3]PUBLIC INTERNET ACCESS PROGRAMME
The two sub components of Public Internet Access Programme are Common Service Centres (CSCs) and Post Offices as multi-service centers. Common Service Centers would be strengthened and its number would be increased from approximately 135,000 operational at present to 250,000 i.e. one CSC in each Gram Panchayat. CSCs would be made viable, multi-functional end-points for delivery of government and business services. DeitY would be the nodal department to implement the scheme. A total of 150,000 Post Offices are proposed to be converted into multi service centres. Department of Posts would be the nodal department to implement this scheme.
· [bookmark: section-4]E-GOVERNANCE: REFORMING GOVERNMENT THROUGH TECHNOLOGY
e-Governance will transform all manual works into electronic . Government Business Process Re-engineering using IT to improve transactions is the most critical for transformation across government and therefore needs to be implemented by all ministries/ departments.
THE GUIDING PRINCIPLES FOR REFORMING GOVERNMENT THROUGH TECHNOLOGY ARE:
· Form simplification and field reduction – Forms should be made simple and user friendly and only minimum and necessary information should be collected.
· Online applications, tracking of their status and interface between departments should be provided.
· Use of online repositories e.g. school certificates, voter ID cards, etc. should be mandated so that citizens are not required to submit these documents in physical form.
· Integration of services and platforms, e.g. UIDAI, Payment Gateway, Mobile Platform, Electronic Data Interchange (EDI) etc. should be mandated to facilitate integrated and interoperable service delivery to citizens and businesses.
Electronic Databases – all databases and information should be electronic and not manual.
Workflow Automation Inside Government – The workflow inside government departments and agencies should be automated to enable efficient government processes and also to allow visibility of these processes to the citizens.
Public Grievance Redressal - IT should be used to automate, respond and analyze data to identify and resolve persistent problems. These would be largely process improvements.
· [bookmark: section-5]e-Kranti - Electronic Delivery of Services
e-Kranti will fully focus on digital knowledge program, where eduction,health, farming, rights, farming and many more services will be delivered on a very high bandwidth [2]. There are 31 Mission Mode Projects under different stages of e-governance project lifecycle. Further, 10 new MMPs have been added to e-Kranti by the Apex Committee on National e-Governance Plan (NeGP) headed by the Cabinet Secretary in its meeting held on 18th March 2014. Few are:
· Technology for Education – e-Education: All Schools will be connected with broadband.  Free wifi will be provided in all secondary and higher secondary schools (coverage would be around 250,000 schools). A programme on digital literacy would be taken up at the national level. MOOCs –Massive Online Open Courses shall be developed and leveraged for e-Education.
· Technology for Health – e-Healthcare: e-Healthcare would cover online medical consultation, online medical records, online medicine supply, pan-India exchange for patient information. Pilots shall be undertaken in 2015 and full coverage would be provided in 3 years.
· Technology for Farmers: This would facilitate farmers to get real time price information, online ordering of inputs and online cash, loan and relief payment with mobile banking.
· Technology for Security: Mobile based emergency services and disaster related services would be provided to citizens on real time basis so as to take precautionary measures well in time and minimize loss of lives and properties.
· Technology for Financial Inclusion: Financial Inclusion shall be strengthened using Mobile Banking, Micro-ATM program and CSCs/ Post Offices.
· Technology for Justice: Interoperable Criminal Justice System shall be strengthened by leveraging e-Courts, e-Police, e-Jails and e-Prosecution.
· Technology for Planning: National GIS Mission Mode Project would be implemented to facilitate GIS based decision making for project planning, conceptualization, design and development. 
· [bookmark: section-6]Technology for Cyber Security: National Cyber Security Co-ordination Center would be set up to ensure safe and secure cyber-space within the country.

· INFORMATION FOR ALL
Websites and mobile apps will provide information to all. Open Data platform and online hosting of information & documents would facilitate open and easy access to information for citizens. Government shall pro-actively engage through social media and web based platforms to inform citizens. MyGov.in has already been launched as a medium to exchange ideas/ suggestions with Government. It will facilitate 2-way communication between citizens and government. Online messaging to citizens on special occasions/programs would be facilitated through emails and SMSes. The above would largely utilize existing infrastructure and would need limited additional resources.
· [bookmark: section-7]ELECTRONICS MANUFACTURING
Target NET ZERO Imports is a striking demonstration of intent.
This ambitious goal requires coordinated action on many fronts like Taxation, incentives, Economies of scale, eliminate cost disadvantages etc. Its Focus areas are Big Ticket Items FABS, Fab-less design, Set top boxes, VSATs, Mobiles, Consumer & Medical Electronics, Smart Energy meters, Smart cards, micro-ATMs, Incubators, clusters, Skill development, Government procurement
There are many ongoing programs which will be fine-tuned.
Existing structures are inadequate to handle this goal and need strengthening.
· [bookmark: section-8]IT FOR JOBS
Government is planning to provide training and teaching skills to youth to create job opportunities in IT sectors. Under this project 1 Cr students from smaller towns & villages will be trained for IT sector jobs over     5 years. DeitY would be the nodal department for this scheme. BPOs would be set up in every north-eastern state to facilitate ICT enabled growth in these states. DeitY would be the nodal department for this scheme. 3 lakh service delivery agents would be trained as part of skill development to run viable businesses delivering IT services. DeitY would be the nodal department for this scheme. 5 lakh rural workforce would be trained by the Telecom Service Providers (TSPs) to cater to their own needs. Department of Telecom (DoT) would be the nodal department for this scheme.
· [bookmark: section-9]EARLY HARVEST PROGRAMMES
This program will include generation of short timeline projects to convert the manual services to e-Services. Few are:
· IT Platform for Messages: A Mass Messaging Application has been developed by DeitY that will cover elected representatives and all Government employees. 1.36 Cr mobiles and 22 Lakh emails are part of the database.
· Government Greetings to be e-Greetings: Basket of e-Greetings templates have been made available. Crowd sourcing of          e-Greetings through MyGov platform has been ensured. E-Greetings portal has been made live on 14th  August 2014. 
· Biometric attendance: It will cover all Central Govt. Offices in Delhi and is already operational in DeitY and has been initiated in the Department of Urban Development. On-boarding has also started in other departments.
· Wi-Fi in All Universities: All universities on the National Knowledge Network (NKN) shall be covered under this scheme. Ministry of HRD is the nodal ministry for implementing this scheme.
· Secure Email within Government: Email would be the primary mode of communication. Phase-I upgradation for 10 lakh employees has been completed. In Phase II, infrastructure would be further upgraded to cover 50 lakh employees by March 2015 at a cost of Rs 98 Cr. DeitY is the nodal department for this scheme.
· Standardize Government Email Design: Standardised templates for Government email are under preparation and would be ready by October 2014. This would be implemented by DeitY.
· Public Wi-fi hotspots: Cities with population of over 1 million and tourist centres would be provided with public wi-fi hotspots to promote digital cities. The scheme would be implemented by DoT and MoUD.
· School Books to be eBooks: All books shall be converted into eBooks. Min. of HRD/ DeitY would be the nodal agencies for this scheme.
· SMS based weather information, disaster alerts: SMS based weather information and disaster alerts would be provided. DeitY’s Mobile Seva Platform is already ready and available for this purpose. MoES (IMD) / MHA (NDMA) would be the nodal organizations for implementing this scheme.
· National Portal for Lost & Found children:This would facilitate real time information gathering and sharing on the lost and found children and would go a long way to check crime and improve timely response. DeitY/ DoWCD would be the nodal departments for this project.
[4] SUPPORT FOR DIGITAL INDIA
At the launch ceremony of Digital India Week by Prime Minister Narendra Modi in Delhi on 1 July 2015 [14] top CEOs from India and abroad committed to invest Rs.224.5 lakh crore (US$3.3 trillion) towards this initiative. The CEOs said the investments would be utilitized towards making smartphones and internet devices at an affordable price in India which would help generate jobs in India as well as reduce the cost of importing them from abroad [15]. 
Leaders from Silicon Valley, San Jose, California expressed their support for Digital India during PM Narendra Modi's visit in September 2015. Facebook's CEO, Mark Zuckerberg, changed his profile picture in support of Digital India and started a chain on Facebook and promised to work on WiFi Hotspots in rural area of India. Google committed to provide broadband connectivity on 500 railway stations in India. Microsoft agreed to provide broadband connectivity to five hundred thousand villages in India and make India its cloud hub through Indian data centres. Qualcomm announced an investment of US$150 million in Indian startups. Oracle plans to invest in 20 states and will work on payments and Smart city initiatives. However back home in India, cyber experts expressed their concern over internet.org and viewed the Prime Minister's bonhomie with Zuckerberg as the government's indirect approval of the controversial initiative. The Statesman reported, "Prime Minister Narendra Modi's chemistry with Facebook CEO Mark Zuckerberg at the social media giant's headquarters in California may have been greeted enthusiastically in Silicon Valley but back home several social media enthusiasts and cyber activists are disappointed. Later the Prime Minister office clarified that net neutrality will be maintained at all costs and vetoed the Basic Internet plans [1].
[4] Tech  Relateted Announcement in Union Budget of 2017-18 [16]
Further in union budget of 2017 the Finance Minister Sri Arun Jaitley made 10 tech related announcements from focus on making India a global hub for electronic manufacturing. He further said that the government will continue to divest stakes in state-owned companies for financial year 2017-18. Two new schemes will be launched to push the adoption of BHIM digital payment app. High Speed broadband on opticle fibre will be available in over 1.5 lakh gram panchayats with hotspots and access to digital services at low tariffs. A “Digi Gaon” initiative will also be launched to provide telemedicine, education and skills through digital technology. A computer emergency response team will be established for financial sector to prevent the cyber crimes as cyber security is critical for the integrity and stability of finance system. An Adhar-enabled payment system (AEPS) will be launched soon, which will enable bank customers to access their Adhar-linked bank accounts through the Adhar authentication. AEPS will on excluded segments to conduct banking transactions through micro ATMs in village. The no. of POS terminals will be increased to 10 lakh unit by march 17. Adhar based smart cards will be provided to the senior citizens for their health & well being. The pilot implementation will start off in 15 cities.
[6] CONCLUSION & FUTURE WORKS :
Gandhi said that the soul of India resides in villages. Looking back we find India was in her Golden Age when there was a happy life in villages. With invent of foreigners the small industries and farms of villages were damaged and growth of India slowed down. Now after the 70 years of independence things are slowly improving. Still the lives of farmers are miserable. The Digital India is a Program by the government to improve the lives of the villagers by making them digitally literate. But it is not a simple task.
First the Government should implement the educational plans to make the villagers literate so they will be able to understand and use the digital devices and apply them to get the nextGen services like cloud & green computing. At the same time projects should launched by the government through the NGOs, literate people and computer experts to apply the services for society and give a foundation for “HAPPY INDIA” with Minimum facilities for all.
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ABSTRACT
The main aspect of model-driven-development is to move the focus from programming to modelling. In this paper we explain MDD approach in terms of the major concepts, the premises, benefits and characteristics which derive its adoption. It is a way of software development where primary software artifacts  are models from which code and other artifacts are generated. In this approach the developer design software to increase productivity and quality of the system under development.
Keywords:    Unified modeling language, DSLs, Meta model.

INTRODUCTION : 
 Model-Driven Development (MDD) is software development process. It is an integrated approach to architecting, developing, testing and deploying complex, high performance systems that specifies programs in domain specific languages (DSLs). In this approach, software systems are documented and produced as models. MDD uses models to represent a program. A model is written  in a DSL that specifies particular details of a program’s design. As an individual model captures limited information, a program is often specified by several different models. A model can be derived from other models by transformations, and program synthesis is the process of transforming high-level models into executables (which are also models) [1]. 
In a traditional software development process we generally  start with gathering requirements for the system that we want to develop. According to the list of requirements we specify a  number of scenarios and use cases to get a clear concept on the behaviour of the system. Then we can create an initial conceptual model containing the classes of the system and their interrelations. The next step is to design a more detailed model, which acts as a blueprint for the system under development; this model contains all attributes and methods of classes in the system. At last, the blueprint model is used as a guideline to write the source code for the system.
In model-driven development (MDD) these steps are performed automatically. The UML(Unified modelling language) is used to create models for MDD. These models have well defined semantics and can be transformed into implementation of source code.
So in future , i will design UML for any abstract data type like linked list, stack and queue etc. Then it will proceed for source code.



BASIC CONCEPTS
MDD provides three main concepts. These are the model, the meta-model and the model transformation. All are required for a proper MDD approach. We explain each of these concepts and how they are related to each other.

MODELS
A system and a relation is known as the RepresentationOf relation between the system and a model. The system is represented by a model, but it does not have to be a full description. A model is created with a particular goal in mind and therefore only information necessary to achieve this goal is included in the model [2]: all other information about the system is considered irrelevant. Models of software systems are often specified in the Unified Modeling Language (UML) [3]. A UML class diagram is an example of a model of a software system, as shown in fig 1.
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fig. 1.
CLASSIFICATION OF MODELS  	
Models can be classified using different approaches:-
First classification approach is to make a distinction between specification models and description models The first type  of models is created before implementation of the system and is used to specify how the system under development should look like when it is implemented. The implemented system is only considered valid if it completely matches its specifications defined in the model  where as description models are created to describe existing systems. In this case the model is validated instead of the system under study. The model is valid if all its statements are true for the described system.
Another classification approach is to distinct between sketchy models, blueprint models and executable models  In this approach  sketchy and blueprint models can be used for both forward and reverse engineering. Sketchy models for forward engineering are used to communicate ideas with other developers; they present a rough sketch of some part of the system under development. Sketches therefore do not contain all the details of the system. Blueprint models give the complete specification of a system. In forward engineering the blueprint model specifies all details needed for a programmer to implement the system under development. Blueprint models for reverse engineering completely describe (a part of) the existing system. The main difference between sketchy models and blueprint models is that the former are aimed to be explorative, while the latter are definitive .Executable models are directly compiled to executable code.


META-MODELS
A specific kind of model is the meta-model. A definition of the concept meta-model, taken from  [4]  is given below.
A meta-model is a specification model for a class of systems where each system in the class is itself a valid model expressed in a certain modeling language. 
A metamodel is a model of a language that captures its essential properties and features. These include the language concepts it supports, its textual and/or graphical syntax and its semantics (what the models and programs write). 
It is the analysis, construction and development of the frames, rules, constraints, models and theories applicable and useful for modeling a predefined class of problems. A meta-model typically defines the languages and processes from which to form a model[11].
If we explain this definition, we can say that a meta-model is a model of a set of models. In this set all the models  are specified in a certain modeling language. i.e.  , the UML meta-model is a model for all models that are specified in the UML. 
The two basic metamodeling relationships is shown in fig. 2.   
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Fig. 2
A model represents a system and conforms to a metamodel
UML gives numerous options to developers for specifying software systems. A UML model can graphically depict the structure and/or behaviour of the system under discussion from a certain viewpoint and at a certain level of abstraction. It   is used to generate code in various languages using UML diagrams.
There are two broad categories of diagrams and then are again divided into sub-categories: 
1) Structural Diagrams 
2)  Behavioural Diagrams 
Structural diagrams represent the structures which are used extensively in documenting the software architecture of software system.
The four structural diagrams are: 
a) Class diagram 
b) Object diagram 
c) Component diagram 
d) Deployment diagram 
a) Class Diagram models class structure and contents using design elements such as classes,packages and objects. It also displays relationships such as containment, inheritance, associations and others. Class diagrams are the most common diagrams used in UML.class diagrams basically represent the object oriented view of a system which is static in nature. 
Class diagram represents the object orientation of a system. So it is generally used for development purpose. This is the most widely used diagram at the time of system construction. 
b) Object diagrams can be described as an instance of class diagram. So these diagrams are more close to real life scenarios where we implement a system
c) Component Diagram: 
Component diagrams represent a set of components and their relationships. These components consist of classes, interfaces or collaborations. So Component diagrams represent the implementation view of a system. During design phase software artifacts (classes, interfaces etc) of a system are arranged in different groups depending upon their relationship. Now these groups are known as components. Finally, component diagrams are used to visualize the implementation.
d) Deployment Diagram: Deployment diagrams are a set of nodes and their relationships. These nodes are physical entities where the components are deployed. Deployment diagrams are used for visualizing deployment view of a system. 
Behavioural diagrams represents the behaviour of the system which are used extensively to describe the functionality of software system.
UML has the following five types of behavioural diagrams: 
a) Use case diagram 
b)  Sequence diagram 
c)  Collaboration diagram 
d) State chart diagram 
e) Activity diagram 
a) Use case diagrams are a set of use cases, actors and their relationships. They represent the use case view of a system. A use case represents a particular functionality of a system. 
So use case diagram is used to describe the relationships among the functionalities and their internal/external controllers. These controllers are known as actors.
b) Sequence Diagram: 
A sequence diagram is an interaction diagram. From the name it is clear that the diagram deals with some sequences, which are the sequence of messages flowing from one object to another.Interaction among the components of a system is very important from implementation and execution perspective. So Sequence diagram is used to visualize the sequence of calls in a system to perform a specific functionality. 
c) Collaboration Diagram: 
Collaboration diagram is another form of interaction diagram. It represents the structural organization of a system and the messages sent/received. Structural organization consists of objects and links. 
The purpose of collaboration diagram is similar to sequence diagram. But the specific purpose of collaboration diagram is to visualize the organization of objects and their interaction.
d) State chart Diagram: 
Any real time system is expected to be reacted by some kind of internal/external events. These events are responsible for state change of the system. State chart diagram is used to represent the event driven state change of a system. It basically describes the state change of a class, interface etc. State chart diagram is used to visualize the reaction of a system by internal/external factors. 
e) Activity Diagram: 
Activity diagram describes the flow of control in a system. So it consists of activities and links. The flow can be sequential, concurrent or branched. 
Activities are nothing but the functions of a system. Numbers of activity diagrams are prepared to capture the entire flow in a system. 
Activity diagrams are used to visualize the flow of controls in a system. This is prepared to have an idea of how the system will work when executed.
 MODEL TRANSFORMATIONS
Models can be transformed into other models using model transformation. Model transformations are the key challenge in MDD, because it generate source code from higher-level models. At higher levels of abstraction, these transformations between models can become very complex.
In the introduction of this chapter we described the traditional process of software development. If we would use MDD for this process, we would at least need four types of models: - a list of requirements, a conceptual model, a blueprint model, and the source code and three transformations. The process starts with a model at a very high level of abstraction i.e. the requirements and transforms these into models of lower level of abstraction i.e. up to source code. 
Model transformations take at least one model as input to produce at least one output model, but it is also possible to have multiple inputs or output models [6]. Meta-models of the input and output models are needed to specify transformations between two models. The transformation between the source model and target model is defined in a number of transformation rules that make use of the meta-models of both the source and target model. These rules are specified in a transformation language and conform to a certain meta-model. The transformation rules are also a model, not of the software system, but of the transformation between a source and target model.
There are three different architectural approaches for defining transformations-
 the direct model manipulation approach, the intermediate representation approach, or the transformation language support approach.
 Direct Model Manipulation – With the help of this tool users access to an internal model representation and the ability to manipulate the representation using a set of procedural APIs.
Intermediate Representation – the tool can export the model in a standard form, typically XML. An external tool can then take the exported model and transform it.	
 Transformation Language Support – the tool offers a language that provides a set of constructs or mechanisms for explicitly expressing, composing and applying transformations.
BENEFITS OF MODEL-DRIVEN DEVELOPMENT
 The advantages of an MDD approach are as follows:
1.  Increased productivity:  MDD reduces the cost of software development by generating code and artifacts from models, which increases developer productivity. 
2.  Maintainability:  In MDD high-level models are kept free of irrelevant implementation detail. These implementation details make it easier to handle changes its technical architecture. A change in the technical architecture of the implementation is made by updating a transformation. The transformation is reapplied to the original models to produce implementation an artifact following the new approach.This flexibility also means that it is possible to try out different ideas before making a final decision.
3. Decrease of development time: Since most of the code is generated instead of implemented manually, which decreases development time. 
4.  Reuse of legacy: You can consistently model existing legacy platforms in UML.
If there are many components implemented on the same legacy platform, you
can develop reverse transformations from the components to UML. Then you
have the option of migrating the components to a new platform .
5.  Adaptability:  Adaptability is a key requirement IT systems. When adding or modifying new function, we only develop the behaviour specific to that capability. The remaining information needed to generate implementation artifacts was captured in transformations. 
6.  Raise of abstraction: When the developers design the application, the abstraction hides implementation details from developers, which leads to a reduction of complexity of the software artifacts that developers use to design the application. Since current platforms and frameworks are getting more and more complex, this reduction is most welcome [8]. 
7. Consistency: Manually applying coding and architectural decisions is an error prone activity. MDD ensures that artifacts are generated consistently.

CHARACTERISTICS OF MODEL
The following five key characteristics of an effective model are : -. 
Abstraction: Abstraction is the most important attribute of a model .Through abstraction a model hiding detail that is irrelevant for a given view point. Software systems get more and more complex; if models hide the complexity of the underlying system, the developers get a better overview on the system’s functionality, which gives higher quality and productivity. 
Understandability : Just hiding non-relevant information is not enough, a model should present its contents in a clear and understandable way. Models can be presented in both textual and graphical form. Usually system requirements are presented in structured text documents, while an object model of a software system is often in the form of a graph [7]. 
Predictiveness:  The model should present the system in such a way that it is possible to correctly predict the system’s non-obvious characteristics. 
Accuracy: The important features of the modelled system should be represented accurately 
in the model.
Inexpensiveness: A model should be significantly cheaper to construct than the actual system. 
EVOLUTION OF MODEL DRIVEN  DEVELOPMENT 
Model-Driven Development (MDD) is software development process. Software systems need to evolve and systems built using model-driven approaches are no exception .The development and maintenance effort can be reduced by working at the model instead of the code level. Models define what is variable in a system, and code generators produce the functionality that is common in the application domain. 
Software systems are continually required to increasing demands of correctness. To achieve these requirements, software development has evolved into a process of reusing existing software rather than constructing a new software system completely [9].
Its require various types of evolution: - 
In regular evolution, the modeling language is used to make the changes. In meta-model evolution, changes are required to the modeling notation. In platform evolution, the code generators and application framework change to reflect new requirements on the target platform. Finally, in abstraction evolution, new modeling languages are added to the set of (modeling) languages to reflect increased understanding of a technical or business domain [10]. 
CONCLUSION 
In this paper we presented the applicability of model-driven development to increase productivity of the software development process of small and simple endeavour applications. As this type of application is mainly data-driven, it can be used as a model an initial model. It can also be concluded the features that we described will be useful for initial stage researcher.
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ABSTRACT:  

Metaprogramming is the process of specifying generic software template which can     automatically produce new software components. It is a special kind of programming to achieve higher productivity in system development which produces better software products. It plays an important role of creating software artefacts automatic the production of domain solution. In this article we explain evolution of metaprogramming, different views on metaprogramming, how it is used in Model driven development and to show how it helps to generate automated code for user. It is very powerful concept in MDD in terms of software automation.
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[1] INTRODUCTION
Meta means higher level. So Metaprogramming is a higher-level programming technique which is used to extend the boundaries in constructing programs automatically.
So according to the above definition we follow two observations: -
1. Meta-programming cannot be developed without knowing the basics of programming.
2. It deals with automatic programming also known as program generation.
In the simplest way we can say that programming is the process of writing programs for a computer system. Then it can be described as a transformation of given task into the executable specification which is known as computer program.
Here we are going to focus on two aspects only:
1. On the program structure
2. On the execution process of a program
 According to Wirth [1] programs using formula 
Program = data structure + algorithm    -----------------	--------------------- (1)
This formula is very simple. We can reformulate this formula in another way :When a program is executed, a program performs data manipulations on the input data, that is, transforms the input data into the output data. The transformation process is performed according to the rules specified by operations of an algorithm. With respect to the second aspect, the symbol ‘+’ in formula(1)  denotes manipulations. In that sense, programming is a process of writing programs and then automatic solving of various computational and other tasks resulting in creating the output data as a solution of the task.
[2] VIEWS OF METAPROGRAMMING : 
We cannot imagine metaprogramming  without knowing programs. That is it is an extension of programs .  The extension includes two views to generalization:
1. Generalization of an algorithm
2. Generalization of data
Generalization of data means : what are data, in what aspects are they different from programs and in what aspects are they similar to them? Data and programs are syntactically pre-specified sets of symbols from the same alphabet arranged according to some predefined order of grammar. That means, programs and data are not very different.
Therefore above discussion , we conclude two important facts:
1. Program is some generalization of data.
2. In order to manipulate a program as a generalization of data, we need to generalize an algorithm too and to use a meta-algorithm rather than an algorithm.
Now we can apply the stated facts to the introduced formula (1), in the form of meta-programming. We can rewrite formula (1) in the following way:
Meta-program = program + meta-algorithm                               (2)
Here, the term ‘meta-algorithm’, means  the higher-level algorithm, is used in the sense of generalization of an algorithm.  The term ‘program’ is used in the sense of the data generalization. The symbol ‘+’ has the meaning ‘higher-level program manipulations.
[3]  EVOLUTION OF  METAPROGRAMMING
Meta-programming was started to the EDVAC computer in the 1940s [2]. The new idea developed in the EDVAC’s design was to store data and programs in the same memory space. This allowed  manipulating programs in the same way as data at run time. After a long time the modification of program code at run time started  by an external program such as a compiler .
In 1959, the Share 709 system (a suite of system software for the IBM 709 computer) introduced the idea of programmer macros as a sequence of computing instructions available in a single program statement. The aim of macros was to save time and avoid errors in writing a sequence of instructions that repeats often in a program [3].

The IBM/360 system with a high-level programming language PL/1 has been developed in 1966. This language had the pre-processing capabilities to modify the source code before translation.
Now meta-programming introduced the idea of frame languages developed by Minsky for knowledge representation [4]. In this language, the data is represented in terms of units, called frames. Frames contain not only information about the problem domain but also knowledge about the stored data.  
After that various metaprogramming has been introduced such as formal metaprogramming, template metaprogramming, generative metaprogramming etc.

[4] MODEL DRIVEN DEVELOPMENT TO METAPROGRAMMING 
We use feature-based models to describe and represent a domain model and problem domain tasks. The reason is that feature models are suitable to express, analyse and configure variability and commonality [5] of domain tasks to be implemented using meta-programming.
Feature diagram represents three important items: problem domain (left branch), solution domain (right branch) and the result of their linking, that is, the developed meta-program. In both domains there are three levels of abstraction. They are meta-model, model and instance. By the problem domain, we mean abstractions used to represent domain models. By the solution domain, we mean meta-programming abstractions (languages and meta-models, models, etc.). 
The main point of the model-driven analysis of meta-programming is that how meta-programs should be developed using a transformative approach.  The process is interpreted either as horizontal or vertical transformation. The horizontal transformation is to achieve the abstract goal (i.e. to check a possibility to combine domains) at the highest abstraction level. If, at this abstraction level, there is not enough information about the model elements to derive transformation rules to perform the horizontal transformation, a meta-designer needs to go through  vertical transformations to lower the abstraction level by introducing more details within the model representations.
 [5] CONCLUSION
Code reuse is the main feature of metaprogramming. So, We conclude that it will be useful to generate automated code in GUI environment for different common applications which will help the user by providing user friendly environment.
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Abstract: Dynamic Software Product Lines (DSPLs) are emerging as a latest methodology to develop software for Service Based System, Self Adaptive Systems, Self Managed Systems, Autonomous Systems etc which require runtime capabilities for flexible adaptation, reconfiguration, and post-deployment activities. The traditional Software Product Lines are unable to provide these facilities due to their static binding nature. Being a new technology with high post deployment activities DSPLs are facing several challenges and they are still not having a very mature architecture. This paper describes about the features of DSPLs that that make it a suitable for runtime or dynamic binding. The paper includes definition, evolution, development methodology, architecture, application areas of DSPLs highlighting its niche for dynamic binding.
Keyword— Dynamic Software Product Lines; Dynamic Binding; Adaptive Systems
INTRODUCTION

As software systems become increasingly dynamic and complex, configuration management must keep pace with a host of changing requirements and context-awareness demands. The cost of explicitly identifying and managing all possible feature configurations in such dynamic systems becomes complex as the designers cannot always pinpoint alternatives early on [1]. So there has been increasing demand for the postponement of decision on software adaptation and product variations to provide the flexibility required by dynamic environment and users [2]. Consequently, systems must be able to react to changes and adjust their behavior as they execute. In other words runtime adaptation is rapidly becoming essential to software system design.
A research theme that addresses development issues for reusable and dynamically reconfigurable core assets has emerged and it is called Dynamic Software Product Line with its consequential need to manage runtime variability [2].
Definition: DSPLs are Software Product Lines, which support late or runtime variability that is built into the system to address requirements that change at runtime [3]. DSPL focuses on the development of software products that can be adapted at runtime depending on the requirements of the users and the conditions of the environment [4]. DSPLs integrate the concepts of Software Product Lines (SPLs) and adaptive systems by extending existing product line engineering approaches by moving their capabilities at runtime [5].
EVOLUTION OF DSPL
Since last 20 years Software product Lines have been used successfully in industry for building families of systems of related products, maximizing reuse, and exploiting their variable and configurable options. A static or traditional software product line is mainly targeting the variability at the development time.  SPL is basically proposed in order to cut down the costs and reduce the time-to-market. By the use of commonalities and variability management, products are selected from a set of features. These features are selected at different binding times. The features that will be used at runtime will be postponed till the end of the product cycle to get bound. Once the product is released from the SPL, it has no connection with it, i.e. no automated activity is specified in the SPL in order to keep the features updated
Newly introduced technologies such as ubiquitous computing, service robotics, unmanned space and water explorations, etc. are facing pressure in producing economically high quality software on time [6]. Such technologies are dependent on collecting the inputs through sensors that vary dynamically and adapting themselves to variation in requirements at runtime. Therefore, there is a need for a DSPL that gets software done with a high capability in adapting itself according to the users’ needs and resource limitations.
A dynamic software product line targets the variability at the runtime of a system by binding variation points at runtime according to the changes in the environment. 
In other words, for the generated products in a SPL, binding features could be accomplished at any time, either at design time, compile time, configuration time or runtime. On the other hand, DSPL aims to create products that are configurable at runtime. The products also will have the capability to reconfigure themselves and gain advantage from constant updates. So they are capable to fulfill the needs of modern software requirements partially or fully [6].
The main difference between the DSPL and SPL is that product functionalities could change automatically without any human intervention in DSPL. 

1.PROPERTIES & LIFE CYCLE

DSPLs has the following properties [7] which make them different from SPLs:

A Runtime variability support and management: A DSPL must support the activation and deactivation of features and changes in the structural variability that can be managed at runtime.  Dynamic variability should also encompass runtime reconfiguration property.
Example: Automated transportation systems or Wireless Sensor Networks are application domains where new system features can be changed or reconfigured dynamically, which has a clear impact in the structural variability and state for variability models to handle such changes at runtime.

B. Multiple dynamic binding: A DSPL requires multiple binding times in place of one single binding time, as and  when the software adapts its system properties to a new context, features can be bound several times and at different binding times (e.g., from deployment to runtime). Post-deployment capabilities might also need late binding.
Example: Systems that change their status dynamically (e.g., critical systems) and those that match to different services at runtime (e.g., services bound dynamically) demand more than one binding time (e.g., from configuration to execution time).

C. Context-awareness and self-adaptation for autonomic behavior: Dynamic SPLs must handle context-awareness properties that are used as input data to change the values of system variants dynamically and/or to select new system options depending on the conditions of the environment. The information that often changes in a DSPL is used to make new decisions or to select different system options on-the-fly. Run-time decisions often rely on context information, quality levels demanded by the running software, and user preferences among others. This context knowledge should be used in conjunction with adaptation mechanisms, context profiles, and data gathered during the execution of the system in order to select the best choices. 
Example: Self-adaptive systems or smart home systems are clear example where context properties drive the behavior of the systems dynamically. Also, autonomous robots exploit context information to adapt its behavior to varying conditions. 
DSPL utilizes part of SPL infrastructure to adapt at runtime, hence like SPLs it also has dual life cycle [7] as shown in Fig 1.
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 Fig. 1. Dual Life Cycle of DSPL

It has two phases in its development:
A.  DSPL runtime Domain Engineering
B.  DSPL runtime Application Engineering

For traditional SPLs the terms domain engineering refers to the creation of assets, whereas application engineering refers to the process of using those assets in order to build individual software products [4].
 Based on the challenges to face, the organization of a DSPL varies slightly from the traditional SPL dual-lifecycle including new activities supporting the runtime nature of DSPL assets and products [7], as given in Fig.
 In the DSPL runtime domain engineering phase, the traditional domain analysis activity is extended with a context analysis task, in which we identify not only the asset requirements and family member features but also those context-aware properties relevant for needed DSPL products. Therefore, context variability and context-specific features are identified during the initial modeling phase. Also, multiple binding times and rebinding options of features can be defined as properties in the feature model, as well as the valid states for those context features. The runtime software architecture should include all those mechanisms able to handle the dynamic changes of DSPL assets and products, the activation and deactivation of features dynamically and the possible modification of the structural variability at runtime. This architecture should lead to the implementation of those reconfigurable and non-reconfigurable assets that will be tested at the end of the line, as well as the validity of the feature model. All these assets will populate the DSPL repository for the subsequent phase.
 During the DSPL runtime application engineering phase, runtime and non-runtime requirements drive the construction of DSPL family members. The runtime DSPL architecture will be customized alongside the feature model to produce the DSPL products that will exhibit the reconfigurable characteristics required. Once products are tested, configured, and deployed, if a new software configuration (e.g., due to the activation of new features, changes in the quality level of the system, or the selection to new services) is required at runtime, our DSPL dual lifecycle support encompasses post-deployment and reconfiguration task for handling all these changes. In some cases, certain runtime checking, testing and monitoring, and reconfiguration operations have to be made after the product is re-redeployed before it goes to its normal operational mode. Feedback from this task populates again the DSPL repository. As a result, these new activities extend the traditional application engineering phase with new post-reconfiguration tasks that are performed dynamically.

I. ARCHITECTURE
As we have seen DSPL aims to create products that are configurable at runtime [6]. The products also will have the capability to reconfigure themselves and gain advantage from constant updates. A configurable product (CP) is that produced from a DSPL and it is similar to the one produced from a traditional SPL [8]. However, the reconfiguration ability implies the usage of two artifacts to control it: the decision maker and the reconfiguration.
The decision maker's task is to retrieve the environmental changes that suggest modification such as external sensors or users. Such information is then analyzed and the appropriate actions are chosen to be carried out. The reconfigurator's mission is to execute such changes by the use of the standard SPL runtime binding.
There are two types of DSPLs. 
A.    Connected DSPL 
The DSPL is in charge of the product adaptation. It means the DSPL is responsible for the product adjustments. Updates are the task of the DSPL to be sent to the products attached to it. It works when the CP senses new environmental changes [8]. It sends such collected data to the DSPL in charge, which in turn starts processing the sent information and calculates the variations that could be done. If the changes do not apply to any variant, the process fails and the adaptation may not be completed. If the changes are applicable, the updates and the configurations are sent to the CP after they get generated. Finally the CP updates itself. 

B.    Disconnected DSPL 
The CP itself is in charge of the adaptation once the product is released. The DSPL produces artifacts that have the capability to configure themselves to deal with contextual changes. It works when the CP senses changes. This time the CP calculates the changes that are required to be done without contacting the DSPL. If there is no configuration that suits the requirements, the adaptation process fails. The CP reconfigures itself to the new adaptations if there is a generated configuration [8]. 

2.APPLICATION DOMAINS

The various application domains where DSPLs [7] can be proved to provide better results are:
A. Service-oriented systems: Service-based and cloud systems are driving the SaaS (Software-as-a-Service) trend to provide flexible and low cost services to replace part of the core functionality of systems. Customizable services often rely on quality factors and other context properties (e.g., the user selects a new service as a configurable option in a mobile device), and software variability can help to make better decisions during the selection of a new service. Context-aware service engineering becomes an essential part of modern service computing as it can be extensively used to control the behavior of services.
B. Mobile software: Another application domain suitable for implementing runtime variability using a DSPL is the large variety of mobile software products that currently exist in the market. The increasing trend of the customers that use smart phones is to connect to Internet services is pushes to download and use more and more third party applications (e.g., downloaded from Google Play Store) and other services (e.g., News, Weather, Navigation, Maps, etc.). Smart phones and other related products increase user experience and satisfaction as they allow a high degree of personalization, as users can customize many of the services and applications installed in the device (e.g., profile configuration of latest WhatsApp versions).
C. Ecosystems: Successful software product lines experience an expanding scope in terms of products, features and customer bases. The scope of a software product line typically evolves because it receives broader adoption within the company. This may be extended  and expanded at the organizational boundary. The product line architecture and shared components typically referred to as the platform, can also be made available to parties external to the company. Once the company decides to make its platform available outside the organizational boundary, the company transitions from a software product line to a software ecosystem.

D. Autonomous and self-adaptive systems: Self-adaptive systems or smart home systems are clear example where context properties drive the behavior of the systems dynamically. Also, autonomous robots exploit context information to adapt its behavior to varying conditions. Other systems like mobile devices exploit location properties or user preferences to configure the device to different user needs. 

E. Business System: Although very little work is done for application of DSPLs in business systems involving the daily transaction due to its high cost for post-deployment activities, it can give fruitful profits if applied properly. All business systems are open systems which get affected by the external factors. The solutions generally include for the problems which are already experienced (historical). When a new challenge comes, it becomes a problem. Use of DSPL methodology will help a lot to adapt the business systems in these scenarios.

F. Related Works
Some of the work in the area is: 
-Cetina et al. (2009-10)  used PervML, a domain specific language for reconfiguring a smart home using DSPL.
-Hallstein et al. (2008) gave the idea of application of DSPL in ubiquitous computing, Robotics, life support services etc.
-Abbas et al. (2011-12) discussed automatic product evolution by enhancing self adaptation in embedded systems.

II. Tools for Runtime Implementation
We have various approaches to implement SPLs. Like Feature-oriented Programming, Aspect-oriented Programming (AOP), Delta-oriented Programming (DOP) etc. A study of these approaches is summarized below:
A. Feature-oriented programming: FOP is a programming paradigm where source code is decomposed for each feature. 

B. Aspect-oriented Programming: AOP provides a new construct, an aspect, to modularize crosscutting concerns in code. There are two types of crosscutting concerns: dynamic and static. In dynamic crosscutting, behavior is modified by augmenting or replacing the core program execution flow in a way that cuts across modules. In static crosscutting, modifications are made to the static structure of the system.  

C. Delta-oriented programming: DOP is proposed as a novel programming language approach. In this approach a product line is represented by a core module and a set of delta modules. The core module provides an implementation of a valid product that can be developed with well-established single application engineering techniques. Delta modules specify changes to be applied to the core module to implement further products by adding, modifying and removing code. Application conditions attached to delta modules allow handling combinations of features explicitly. A product implementation for a particular feature configuration is generated by applying incrementally all delta modules with valid application condition to the core module [9]. 

3.  Conclusion and Future Work
DSPLs are emerging technology to deal with the runtime variability, automatic adaptation to build self adaptive systems. Its architecture and approach is different from traditional SPLs to support dynamic binding. It is mostly used in Service Oriented Systems. Due to high expenses for implementation of runtime variability mechanism it is not widely used in business applications. 
As we have seen use of DSPLs can allow the systems to deal with uncertain situations. Hence they can be used in complex areas of the business which are affected from external factors. 
Future research is still necessary to recognize the business areas as an application for DSPL and provide more efficient mechanisms able to manage the dynamic and adaptive characteristics of modern business software and also to determine how systems can be deployed and re-deployed automatically using variability mechanisms and multiple binding times, reducing the effort required by systems engineering operations. 
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ABSTRACT: Identifying an enemy committing fraud is a major fear to all business, schools, colleges, organizations, governments etc. Recently, the most used applications for prevention or detection of enemy committing fraud are interference detection systems. Biometrics technology is simply the measurement and use of the unique characteristics of living humans to distinguish them from one another and it is more useful as compared to passwords and symbols, sign, indication, signal, hint as they can be lost or stolen, so we have to opt the technique biometric authentication. The biometric authentication provides the ability to require more request of authentication in such a quick and easy manner that users are not disturbed by the additional requirements. In this paper, I have prearranged a brief introduction about biometrics. Then I have prearranged the information regarding the interference detection system and finally I have proposed a method which is based on fingerprint recognition which would allow us to detect more efficiently any misuse of the computer system that is running.

KEYWORDS: Interference detection, Key press, Biometrics, Palm Print, Ear, Gait (way of walking), Authentication.

INTRODUCTION

In the current scenario, the word “biometrics” comes from the Greek language and is derived from the words bio (life) and metric (to measure), one of the main fears of the IT system and security environment can have is the possibility of burglary in the system. This is normally solved by user authentication schemes based on passwords, secret codes and identification cards or symbol. Schemes based only on passwords or secret codes can be cracked by seize the presentation of such a password or by creature force attacks. On the other hand, a burglar can attack systems based on identification card or symbol by cheating, copying or fake them. As it is a well-known, biometric deal with identification of individuals based on their physical and behavioral features. Biometric solutions, such as identification systems using Palm Print, Ear, gait, fingerprint, iris, face, hand geometry and signature, etc.; have many advantages over the traditional authentication techniques based on what you know or what you possess. In its place of carrying nonsense of keys, all those access cards or passwords you carry around with you, your body can be used to uniquely identify you. Among them, iris recognition is tested as the most accurate manner of personal identification. Therefore in the current scenario many automatic security systems based on iris, palm print, ear, and gait (way of walking) recognition have been installed worldwide for border control, restricted access and so on. This paper represents the comparison about recognition of a person using a number of biometric systems available, after studying a number of papers, articles, conference paper and real facts. 

THE RESEARCH AIM:-

The present study aims to identifying an enemy committing fraud which is a major fear to all business, schools, colleges, organizations, governments etc.  And to find ways to prevent such fraud.


OBJECTIVES OF THE STUDY:- 
1. To identifying an enemy committing fraud.
2. Find ways to protect information, data safe from piracy duplication or cyber fraud.

RESEARCH DESIGN: 
· Identification method
· Verification mode.
· Identification mode.
· Working theory of biometric system.
· Types of biometrics and applications of biometrics in forensic investigation.
· According to physiological biometrics.
· According to  behavioral biometrics 
· Challenges in biometric authentication.
· Conclusion.

IDENTIFICATION METHODS:
 As there exist so many number of identification methods. According to my knowledge I have categorized identification methods in two parts (a) Non Biometric Based (b) Biometric Based.

Non Biometric Based: - The non-biometrics systems includes password, keys, signature which can be taken or copied easily.
Biometric Based :-  The biometric based systems include palm print, ear, iris, face, gait (way of walking), fingerprint  and so on, which is very difficult to copy.


VERIFICATION MODE:
In the verification mode, the system confirms a person’s identity by comparing the captured biometric data with her own biometric model(s) stored in the system database. In such a data base system, a person who desires to be recognized, declare an identity, generally via a Mobile number, PIN (Personal Identification Number), user name, smart card, etc., and the system identify a one-to-one comparison to resolve whether the declare is true or not. Identity verification is normally used for positive recognition, where the aim is to prevent multiple people from using the same identity. 


IDENTIFICATION MODE:

In the identification mode, the system identifies a person by searching the pattern of all the users in the database system for a match. Therefore, the system proves a one-to-many comparison to set up an individual’s identity (or if the non-biometric or biometric subject data base not found) without the subject having to declare an identity. Identification is a vital role in negative recognition applications. The main intention of negative recognition is to stop a single person from using multiple identities. Identification may also be used in positive recognition for convenience, while non biometric based methods of personal identification such as passwords, mobile number, PIN, key press and signature may work for positive recognition, but negative recognition can only be recognized through the biometrics. 

Behavioral Characteristic Based: It depends upon the behavior of a person as signature and voice feature.

Physical Characteristic Based: A physical characteristic is related to the sketch of the body. It is a stable human physical characteristic, such as palm print, ear shape, fingerprint, iris pattern. It remains unchangeable without major issue.

WORKING THEORY OF BIOMETRIC SYSTEM:

All the biometric system such as non-biometric system based and biometric system based use the same basic theory as given below. It consist of predefined steps as well as we must know some basic rules related to both non biometric system and biometric system as enrollment number or registration such as Matching, Biometric data, Feature extraction, Shape ,  Presentation, etc.

Enrollment or Registration: The enrollment or registration process, by which a user’s biometric data is in the beginning get, processed and stored in the form of a model for ongoing use in a biometric system. It is called enrollment or registration process. This model will be used for further as well as future use process as verification. 

Matching: A matching process where stored model is matched with live model at the time of verification and we obtained a data, on the basis of this obtained data we can identify that a user is correct person or not. 
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Figure 1: A non-biometric system based or biometric system based (Personal experience  “Personal Identification Using Iris Recognition System, a Review)

Biometric Data: The biometric data provided by the user during enrollment or registration is called raw image data, which is also referred as raw biometric data. The raw biometric data cannot be used to achieve biometric matches so it is used to produce biometric form with the help of feature extraction process. 

 Feature Extraction: The process of locating and encoding unique characteristics from biometric data in order to produce a shape is called feature extraction. Feature extraction takes place during enrollment or registration and identification, any time a shape is created. 

Shape: A shape is a mathematical representation of raw biometric data which is obtained after applying a number of feature extraction algorithms. A shape size can vary in size as few bytes for hand geometry to several thousand bytes for facial recognition [3]. The shape created at the time of enrollment or registration is called stored data and at the time of identification is called live shape. 

 Presentation: The presentations process by which user present his/her biometric data to the acquisition devices, the hardware which is used to collect information / data. For example placing a palm print, face recognition, finger print etc. on a plate at acquisition device. 


 TYPES OF BIOMETRICS AND APPLICATIONS OF BIOMETRICS IN FORENSIC INVESTIGATION.

When using different types of biometric like non biometrics based system and biometrics based system, it is important to know and distinguish between physical and behavioral human characteristic. Both non-biometric system based and biometric system based is defined below. Biometric recognition systems based on the above methods can work in two modes.

According to physiological biometrics.
According to behavioral biometrics.


[image: ]
Figure 2: Categories of biometric by graphically representation.



ACCORDING TO PHYSIOLOGICAL BIOMETRICS:

Biometrics is the science of analyzing physical or behavioral characteristics specific to each individual in order to be able to authenticate their identity. In the literal and most simple sense, biometrics means the “measurement of the human body”. OR a biometric bases system related to the human body and not easy to copy. It remains con not altered without major issue. This type of biometric includes palm print, hand geometry, face, iris, retinal, fingerprint, DNA, ear and gait. 

Palm Print: Palm print verification is a slightly different implementation of the fingerprint technology. Palm print scanning uses optical readers that are very similar to those used for fingerprint scanning their size is however much bigger. 


[image: D:\DATA STRUCTURE VIDEO\journal\photo 1\palmprint.jpg]
Figure 3: A palm print image.



Hand Geometry: It is based on the fact that almost every person’s hand is shaped differently and that the shape of a person’s hand does not change after certain age. These techniques include the view of length, width, thickness and surface area of the hand. Various method are used to measure the hands- Mechanical or optical principle.




[image: ]

Figure 4: A hand geometry image


Face Recognition: Different technologies can be used for face recognition. One approach consists on capturing an image of the face using an inexpensive camera (visible spectrum). This method typically models key features from the central portion of a facial image extracting these features from the captured image(s) that do not change over time while avoiding superficial features such as facial expressions. Major benefits of facial recognition are that it is non-intrusive, hands-free, provides for continuous authentication and is accepted by most users. 
[image: D:\DATA STRUCTURE VIDEO\journal\photo 1\images.jpg]

Figure 5: A face recognition image

Iris: This recognition method uses the iris of the eye which is colored area that surrounds the pupil. Iris patterns are unique and are obtained through digital image or video based image acquisition system. Each iris structure is featuring a complex pattern. This can be a combination of specific characteristics known as corona, crypts, filaments, freckles, pits, furrows, striations and rings.

[image: D:\DATA STRUCTURE VIDEO\journal\photo 1\iris 1.jpg]
Figure 6: An iris image

Retina scan: The retina biometric analyzes the layer of blood vessels located at the back of the eye. This technique uses a low intensity light source through an optical coupler and scans the unique patterns of the retina’s blood vessels. Retina scanning is quite accurate and very unique to each individual similar to the Iris scan; but unlike the Iris scan, it requires the user to look into a receptacle and focus on a given point for the user's retina to be scanned. This is inconvenient for people who wear glasses and those concerned about close contact with the scanning device. This technique is more intrusive than other biometric techniques although the technology itself is very accurate for use in identification, verification and authentication.
[image: D:\DATA STRUCTURE VIDEO\journal\photo 1\iris 2.jpg]

Figure 7: A retina scan image.

Fingerprint biometrics: Fingerprints have been used in criminal investigations as a means of identification for centuries. It is one of the most important tools of crime detection because of their robustness and uniqueness .A fingerprint is the pattern of friction ridges and valleys on the surface of a fingertip. In order to match a print, a finger print technician digitalizes or scans the print obtained at crime scene andcomputer algorithms of a biometric system locate all the unique minutia and ridge points of a questioned print. These unique feature sets are then matched against a stored fingerprint database.


[image: ]
Figure 8: A fingerprint image.

DNA (Deoxyribonucleic Acid): At present, there exists no technology to allow for automated recognition of DNA samples. DNA analysis requires a lab environment and a form of tissue, blood or other bodily sample. This method of capture still has to be refined. So far the DNA analysis has not been sufficiently automatic to rank the DNA analysis as a biometric technology. The analysis of human DNA is now possible within 10 minutes. As soon as, the technology advances, DNA can be matched automatically in real time, it may become more significant.


[image: D:\DATA STRUCTURE VIDEO\journal\photo 1\dna.jpg]
Figure 9: A DNA image.

Ear: It has been suggested that the shape of the ear and the structure of the cartilaginous tissue of the pine are distinctive. The ear recognition approaches are based on matching the distance of salient points on the pine from a landmark location.

[image: ]

Figure 10: An ear image

Gait: Gait is the peculiar way one walks and is a complex temporal biometric. Gait is not supposed to be very distinctive, but is sufficiently discriminatory to allow verification in some low-security applications. Gait is a behavioral biometric and may not remain invariant, especially over a long period of time, due to fluctuations in bodyweight, major injuries involving joints or brain, or due to inebriety.


[image: C:\Program Files\Microsoft Office\MEDIA\CAGCAT10\j0285698.wmf]
Figure 11: A gait image.

ACCORDING TO BEHAVIORAL BIOMETRICS:

It is the field of study related to the measure of uniquely identifying and measurable patterns in human activities. The term contrasts with physical biometrics, which involves innate human characteristics such as fingerprints or iris patterns. It depends on the present state of mind and can vary frequently as per situation or environment. For example, voice of human being can be affected by various factors as sadness, happiness, disease as throat infection, environment and so on. This type of biometric includes signature, typing rhythm and voice print recognition.

Signature Verification: The way a person signs her name is known to be a characteristic of that individual. Signatures of some people vary substantially even successive impressions of their signature are significantly different. It is based on measuring dynamic signature features such as speed, pressure and angle used when a person signs a standard, recorded pattern (e.g., autograph).



[image: C:\Users\Administrator\Desktop\sign biometric.jpg]



Figure 12: A signature image.

Keystroke: The functionality of this biometric is to measure the stay time (the length of time a key is held down) and flight time (the time to move from one key to another) for keyboard actions. Keystroke biometrics work on the basis of multiple feature extraction being used to create a profile of an individual. This profile is used to identify or authenticate the user. Keystroke analysis is concerned with the frequency, accuracy, the pause between strokes and the length of time a key is depressed.

[image: D:\DATA STRUCTURE VIDEO\journal\photo 1\key.jpg]

Figure 13: A key press image.

Voice: Individuals (speakers) can be recognized by their voice print, the set of measurable characteristics of a human voice. Different algorithms are applied in text-dependent, text-prompted or text-independent speaker recognition systems, as explained.

[image: D:\DATA STRUCTURE VIDEO\journal\photo 1\voice.jpg]	

Figure 14: A voice recognition image.

Text-dependent systems: The user is requested to speak a word or phrase, A Comparison Based Study on Biometrics for Human Recognition which was saved earlier during the enrollment process. The spoken input is represented by a sequence of feature vectors and compared with previously recorded input vectors, to calculate the degree of similarity. 

Text-prompted systems: The user is prompted to repeat or read a word or phrase from a pre-recorded vocabulary displayed by the system (e.g., “Please tell the numbers 1 2 3 4 5 6 7 8”). 

Text-independent systems: Systems have no initial knowledge /vocabulary. Reference templates are generated for different phonetic sounds of the human voice, rather than samples for certain words. 


CHALLENGES IN BIOMETRIC AUTHENTICATION
· Privacy issues.
· High cost of the hardware and the software.
· Weak signal in villages’ area of the Internet.	
· Awareness to people especially in village area.
· Smarter sensors is not in use

CONCLUSION:

Non biometrics based system and biometrics based system is a means of verifying personal identity by measuring and analyzing unique physical or behavioral characteristics like palm print, finger print, hand geometry, face , voice, ear, gait, voice  and iris patterns. These systems overcomes the drawbacks of the traditional computer based security systems which are used at the places like Aadhar card, PAN card, ATM card, passport, payroll, drivers’ licenses, credit cards, access control, smart cards, PIN, government offices and network security. The non-biometric based security systems and biometric based security system have been proved to be accurate and very effective in various applications. The biometric features can be easily acquired and measured for the processing only in the presence of a person. Therefore these systems are proved highly confidential computer based security systems in the current scenario and future use.
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ABSTRACT: 
The increasing complexity and demand of automation is giving rise to the need of Software Product Lines (SPLs) consisting of a core (common) module with variable features to form a product family. The study of commonality and variability is done at design time to develop the SPL, so SPLs are static in nature. The modern self adaptive systems need late variability and reconfiguration of product at run time. Static SPLs do not support this. We are finding a more evolving technology of software development namely Dynamic Software Product Lines (DSPLs) which fulfill the need of modern software. As DSPLs support dynamic binding, we need tools to develop them. Delta-oriented programming (DOP) is a modular, yet flexible approach to implement software product lines. In DOP, a product line is implemented by a set of deltas, which are containers of modifications to a program. A delta-oriented product line is specified by its code base, i.e., the set of delta modules, and a product line declaration specifying the set of possible product variants. In this paper we present the design model and partial implementation of a DSPL to show how dynamic DOP supports for runtime reconfiguration. It is done using DeltaJ 1.5. 
Keywords: self adaptive systems, dynamic binding, delta oriented programming, late variability.
________________________________________________________________________________
 [1] INTRODUCTION
A software product line (SPL) is a family of software systems with well-defined commonalities and variabilities that are developed by (re)using common features. Many industries have successfully adopted an SPL development approach for building families of related systems with better quality, shorter time-to-market, and lower production costs. Modern software systems tend to be extremely long-lived. Hence, they have to evolve to meet changing user requirements or resource constraints over time. To remain operational over long periods, these systems additionally need to be designed to adapt at runtime. Conventional (static) SPLs fail to provide mechanisms for addressing these new requirements. Dynamic software product lines [Hallsteinsen et al. 2008; Capilla et al. 2014] focus on engineering adaptive systems using a dedicated variability model describing all possible configurations a system may adapt to at runtime [1]. 
A delta-oriented SPL consists of a code base comprising a set of delta modules and a product
line declaration linking delta modules to the product features. A delta module encapsulates modifications to an object-oriented program. A particular product in a delta-oriented SPL is generated by applying the modifications contained in the suitable delta modules to a core program that, without loss of generality, can always be assumed to be empty [Schaefer and Damiani 2010]. A dynamic delta-oriented SPL adds to these a dynamic reconfiguration graph defining which configurations the system can adapt to at runtime and describes how objects allocated on the heap need to be reallocated in case they are instances of classes changed by the reconfiguration. To lessen the runtime overhead caused by the reconfiguration, it would be desirable that already allocated objects are reallocated on demand only when their fields are accessed or a method is called upon them [1].
Besides runtime adaptation, dynamic DOP supports unexpected evolution by introducing or removing products from the product line and modifying the implementation of existing products. This evolution can be carried out at runtime relying on the same principles as runtime adaptation.
In summary, here are the contributions of this work:
—we use DOP to model dynamic SPLs;
—we give a design of SPL and evolved SPL for Inventory Control System (ICS)
—we provide a partial implementation of the above showing the reconfiguration dependencies.

The paper is organized as follows. Section 2 introduces DOPand DeltaJ 1.5 as dynamic DOP tool to develop DSPL.
Section 3 explains the concept of late variability in SPL.
Section 4 presents the product base line for ICS.
Section 5 shows partial implementation of ICS.
Section 6 discusses the related works and concludes by outlining possible directions for future work. 
[2]  INTRODUCTION TO DELTA ORIENTED PROGRAMMING & DELTAJ
Delta Oriented Programming (DOP) is proposed as a novel programming approach. In this approach a product line is represented by a core module and a set of delta modules. The core module contains a complete product implementation for some valid feature configuration, which can be developed by conventional single-application engineering techniques. Delta modules specify changes to be applied to the core module in order to implement other products [6].
DeltaJ is a Java-like language which allows organizing classes in modules [2]. There are two kinds of modules: core and delta. A core module is a simple collection of classes, while a delta module is a set of operations that allow to add a new class and modify or remove classes declared in other delta or core modules. The software is so organized in a single core module and a set of delta modules dependents on each other or on the core module. It has following versions:
1. DELTAJ 1.0 for Core DOP: Core DOP was used for original formulation of DOP. The Product Line code base consist of:
a) A core module which contains the implementation of the base product variant (A Java programme) and
b) A set of delta modules that express modification to the product introduced by core module, for adding/removing features.
2. DELTAJ 1.1 for Pure DOP: Pure DOP was first formalized using core calculi for Java by using LIGHTWEIGHT JAVA (LJ) and then by using FEATHERWEIGHT JAVA(FJ). DeltaJ 1.1 is a union of LJ AND FJ for small subset of Java. It supports int, boolean and String types but does not provide any API access, support for interfaces, packages and visibility modifiers for classes, methods or fields, hence unfit for full Java.
3. DELTAJ 1.5:- DeltaJ 1.5 is a prototypical language supporting DOP for full Java 1.5. It provides additional Delta modules that support programme transformation involving the Java 1.5 package system, interfaces, inheritance hierarchy, nested classes, enum classes and field qualifiers. It provides a new unified code removal operation. Hence, we find DeltaJ 1.5 is an improved language to express Product-Line Declaration [3].

[3]  LATE VARIABILITY IN AN SPL
Our example SPL is the Inventory Control System (ICS), which is a software system for the management of stock, including updating of stock based on four basic transaction sales, purchase, sales returns and purchase returns. The main focus of the ICS is on stock management processes, where the core processes are sales, sales returns, purchase, purchase returns and stock updation. The main goal of the ICS is to integrate all processes and corresponding data of an organization into one system. The stock or inventory management task includes the receiving of picking lists from the sales order department, checking of the stock availability, packing of goods, dispatching of goods and accordingly updating the stock [4].
The needs for these features vary depending on the size of sales order by the customer for sales and sales returns as well as size of purchase order to the supplier and purchase returns. Thus making it advantageous for the software provider to implement the system as a SPL. The products resulting from the SPL might be as small as a simple way to keep track of the stock for executed orders, or as large as a complete stock management system, in which the stock from first sales to delivery and payment of the sold product and the stock management for the sales returns can be managed.
The processes in the ICS Scenario are modeled using model-driven techniques. Thus, we can identify variation in the processes on the model level. For example, Fig. 1 depicts a short version of the inventory management process, which consists of at least four steps: sales (goods are dispatched to a customer), sales returns (sold items or part of sold item items are returned by the customer), receive the sales returns (returned goods are received) and add the sales returns to the stock.
The lower part of Fig. 1 models an example of late variability in the inventory management process. The modeling elements with solid lines describe the static part of the process. The receive step is subject to a dynamic variation that is described using modeling elements with dashed lines. 
As an example for late variability, we model an additional checking of sales returns after it is received. We have identified three subcategories of for checking, namely store customer details before adding to stock. It is to keep track of the customers and reason for returning the goods. The second one is new which denotes the packaged goods came as it was then add it to stock for resell. The third one is second which means if the goods returned have came as slightly used or damaged. The further it is checked that if it slightly damaged, with few repairing task it can be added to stock for resell and if it is damaged it should be excluded from adding to stock.
To provide flexibility we allow users of the product line to adapt their software system from one process model to another without the need to redeploy the whole system. Therefore, these three variants of checking before add to stock processes are modeled as dynamic features.INVENTORY CONTROL SYSTEM
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    FIGURE 1: STATIC SPL FOR ICS






Figure.2: EVOLVED SPL FOR ICS
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[4]  PRODUCT-LINE CODE BASE 

A product line code base consists of a set of delta modules, which are containers of modifications to an object-oriented program. The modifications may add, remove or modify classes. Modifying a class means to change its super class, to add or to remove fields or methods or to modify methods. The modification of a method can either replace the method body by another implementation, or wrap the existing method using the original construct. The original construct expresses a call to the method with the same name before the modifications and is bound at the time the product is generated. Before or after the original construct, other statements can be introduced wrapping the existing method implementation. DOP supports extractive product line development starting for existing legacy products [1]. 
ICS Product Line: We have an ICS product line to design a DOP DSPL. In Static SPL the sales returns are simply added to stock. In Dynamic DSPL we have added three features to check the returned goods before adding it to stock. Figure 1 shows the ICS SPL and Figure 2 shows the evolved ICS including the dynamic features.
The code base for the ICS PL includes the delta modules store customer detail, new and second. DRECIVE is introduced to perform the updation tasks for the above delta modules at run time by adding the returned goods to existing stock which is the existing legacy product, realizing the Basic feature stock management.
The Basic feature is implemented by classes INVENTORY, DISPATCH, SALES RETURNS, PURCHASE, PURCHASE RETURNS.
Listing given contains the design for code base for the ICS PL. 
· The class Inventory represents the current stock, which initialized with the opening quantity of the item along with, item_no, item_name, and price, parameters for type of update ( add or subtract according to purchase or sales transaction), sales_qty to an update method for manipulating the stock quantity and a show method to display the current quantity.
· The class Dispatch represents completion of a sales transaction. The goods are packed and dispatched to the customers and stock is updated. It contains the attributes item_no, item_name, price, and sales_qty, a method to enter the data ,a method to show the data and a method to call the update method of Inventory class to update the stock.
· The class Sales_returns represents that some goods are returned by the customers due to some reasons after receiving it. It contains the attributes customer_no, name, address, item_no, item_name, price and sales_return_qty and type (denoting reason for return), a method to enter the data,and a method to show the data and a method to update the stock.
· The class Purchase represents completion of a purchase transaction. The packed goods are received by  the supplier and added to stock. It contains the attributes item_no, item_name, price, and sales_qty,  a method to enter the data, a method to show the data and a method to update the stock.
· The class Purchase_returns represents that some goods are returned to the supplier due to some reasons after receiving it. It contains the attributes supplier_no, name, address, item_no, item_name, price and purchase_return_qty, a method to enter the data, a method to show the data and a method to update the stock.
· The Main class provides a method main that starts the application by creating a scanner, an inventory scanner, and a controller for the management of the stock_qty and then loops forever by reading commands from the input stream and passing them to the controller.
The delta module dreceive implement the store customer details and new or second by maintaining a customer list for sales_returns before executing add to stock module, then it checks whether the returned goods is suitable for resell( in NEW module) or partially suitable for resell ( in SECOND module) and accordingly adds the returned sales qty to stock. Further store customer details checks the type of customers. If it’s temporary customer stores the details in a list for short period of time. If it’s a permanent customer, stores the details in database for further reference. Similarly the delta module second checks the returned goods, if it is damaged, it’s not added to stock (shown by the constraint exclude), if it is slightly used and can be resold, is added to stock.
[5]  PARTIAL IMPLEMENTATION USING DELTAJ1.5
The ICS PL is partially implemented using Deltaj1.5. The implementation of deltaJ1.5 is done using eclipse plug in and it is implemented with xtext. Xtext is a language workbench.
package inventproject;
SPL inventpl {
	Features = {Inventory, Sales, Sales_Returns, Purchase, Purchase_Returns}

	Deltas = {Dreceive, Cust_detail_store, New, Second, Permanant, Temporary, Damaged, Slightly_used}

	Constraints {
		Inventory & (Sales | Purchase);
		Sales & Sales_Returns;
		Purchase & Purchase_Returns;
		// Put boolean expression representation of the feature model here. 
	}

	Partitions {
		{Dreceive, Cust_detail_store,New, Second, Permanant, Temporary, Damaged, Slightly_used } when (Sales_Returns);
		
		// Put mapping between deltas and feature configurations here. 
	}
	Products {
		// Put product definitions here. }}
			
Figure.3: The ICS SPL

public class Inventory {
	int item_no;
	String item_name;
	int price
    int opening_stock;

void update_process(boolean update_type, int u_qty)
{// method to add or subtract the stock qty based on update_type to/from opening_stock
}
void show_stock() 
{//method to show the details of current stock
}
}

public class Dispatch extends Inventory {
	int item_no; String item_name;
	int price
	int sales_qty;
boolean update_type;
Despatch()
{
	update_type=true; //for sales
}
void sales_update_process()
{// method to add sales qty based on update_type to opening_stock
	//calls update_process() of super class with parameter update_type and sales_qty
}
void show_sales() 
{//method to show the details of current sales
}}
public class Sales_Returns extends Inventory {
	int item_no ;
	int sales_return_qty;
boolean update_type;
Sales_Returns()
{
update_type=true; //for sales
}
void sales_update_process()
{// method to invoke delta modules }
void show_sales() 
{//method to show the details of  sales returns
}
}
			
                 Figure.4: Classes of ICS PL
delta Dreceive {
	//checks for arrival of sales returns 
}
delta Cust_detail_store {
	//stores the details of customers who has returned the goods after sales
}
delta New {
	// precedes to add the sales returned qty to stock
}
delta Second {
	//checks the returned goods are damaged or used for resell
}
delta Slightly_used {
	//precedes to add the sales returned qty to stock
}
delta Damaged {
	//discards the sales returned goods without adding to stock
}

Figure.5: Delta modules of ICS PL
The above listing shows partial implementation of  ICS PL using DeltaJ 1.5 [5].

[6] CONCLUSION AND FUTURE WORK

Dynamic SPLs [Hallsteinsen et al. 2008; Capilla et al. 2014] represent an increasingly important research topic aiming to enhance SPLs to provide capabilities for flexible post-deployment reconfiguration. DOP is a flexible approach to the implementation of SPLs [Bettini et al. 2013b]. Dynamic DOP is an extension of DOP that allows runtime reconfiguration and unanticipated software evolution. A prototypical implementation of DOP which supports SPLs of JAVA 1.5 programs is available in Eclipse plug in. Implementation and tool support for dynamic DOP are planned.
While this paper presents a partial implementation of ICS PL as dynamic DOP by taking only sales and sales_return transactions, in future work, we would like fully implement the complete PL by taking Purchase, Purchase_Returns, Payment etc.
To evaluate the performance and scalability of dynamic DOP using real case-studies.
Recently, proof systems for the verification of delta-oriented SPLs [Hahnle and Schaefer 2012;
Damiani et al. 2012a] and model-based testing frameworks for delta-oriented SPLs [Lochau et al. 2012; Damiani et al. 2013] have been proposed. We plan to extend these approached to dynamic delta-oriented SPLs for business systems.
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ABSTRACT
Unimodal biometric systems have several inherent problems such as intra-class variation, noisy-sensor data, spoofing attacks and non-universality. To overcome this limitation multibiometric is a good option where we can use two or more individual modalities. In this paper we propose a multibiometric system to enhance the performance and minimize the error rate using Ant colony optimization (ACO) based on score level fusion. This work extracts the feature from two different modalities namely face and iris (left/right). In this work we use ACO as an optimization technique to select the fusion parameter like weights for the different biometric matcher and fusion rule which is used further for score level fusion. The experimental results show that the multibiometric system using ACO based on sum rule is outperform than the other fusion rule like product, tanh and exponential sum.         
Keywords
Unimodal, multibiometric, ant colony optimization, fingerprint, iris, particle swarm optimization, score level fusion.
INTRODUCTION
Biometric authentication is a system which is capable to identify a person based on the inherent physical or behavioral traits associated with that person [1].In recent year the application of biometric in authentication system increase gradually; one of the main reasons of its popularity is that biometric traits like fingerprint, face and iris feature of a person are same during the whole life time and it is not easily guess, forgotten and misplace. Biometric based system are more secure and accurate compare to the traditional system which is based on user personal identification number(PIN) and the user set PIN can be easily guess by the third party. Unimodal system which is based on single modalities has several inherent problems like noisy senses data, intra-class variation, spoofing attack and unaccepted error rate [2]. To overcome this limitation multibiometric is a good option where we can use more than one modality at a time to improve the performance and accuracy level of the systems. Fusion process plays an important role in multibiometric where the features of more than one modality are combined together [3].The whole fusion process can be classified as sensor level, feature level (combining feature from different biometrics), score level (combining the genuine and imposter score) and decision level (combing the decisions) [4]. Among all the fusion methods score level fusion very popular and simple, lots of research have been done in the area of score level fusion. Researcher preferred to use score level fusion due to ease of combining matching score. Further score level fusion technique can be categories as a) transformation-based score fusion like sum rule, weighted sum rule and product rule. b) Classifier based like support vector machine (svm) and c) density based fusion like likelihood ratio test [5]. Evolutionary approaches plays an important role in multibiometric, it generate a optimum solution among a large population and finally the optimum solution is achieve through the searching and updating the past history of the particle [6].ACO (ant colony optimization), PSO (particle swarm optimization) and GA (genetic algorithm) are all comes under these category.PSO based algorithm sometime face the problem of premature convergence and its somehow effect in to get the optimum solution [7]. Score normalization play an important role in fusion process of different biometric modalities. After the matching process the output score obtained by each individual modalities are may not be homogenous in nature and they need not be on the same numerical range. So normalization is a technique which convert the output score into a common range so that it is easy to get a final score and further it is used in a decision module to decide whether the claimed user is genuine or not. The obtained scored form face and hand-geometry are distance score, whereas in the case of fingerprint it is similarity score. The different types of normalization technique are Min-min, z-score, double sigmoid and tan-h estimators, among them Min-max normalization technique is most popular and mostly used in fusion purpose in multibiometric [2].The remainder of this paper is organized as follow: in section 2 related works are presented; section 3 give details about ACO; section 4 give details about the proposed work; section 5 give details about experimental result and section 6 concludes the papers.  
RELATED WORK 
Lots of researches have been done in multibiometric based on score level fusion. In this section we only mention the related works of score level fusion which is based on evolutionary technique like Pso, Ga, Aco and other optimization technique. Dynamic selection of matching score was proposed by Tronci et al. [8] in which they show that the dynamic selection of matching score can provide a better performance than a unimodal system. Veeramachaneni et al. [9] was proposed an adaptive multimodal biometric management algorithm which is based on the combination of PSO and Bayesian decision fusion. In this paper the system has N biometric sensors to collect the data, a particle swarm optimizer (PSO), Bayesian decision fusion processor and a mission manager. Bayesian decision fusion processor is used to fuse the decisions from different biometric sensors and the optimal fusion rule from PSO into a final decision.Srinivas et al. [10] proposed a system for enhancing the performance of correlated biometric classifiers, in which weighted sum rule with the combination of PSO is used in score level fusion. The weights of individual classifier are calculated using the concept of PSO.Raghavendra et al. [11] proposed a PSO based fusion of near infrared and visible image for improved face verification, in the first scheme PSO is used to calculate the optimum weight of a weighted linear combination of the coefficients and in the 2nd scheme PSO is used to select the optimal fused feature of near infrared and visible image.L.Mezai and F.Hachouf [6] proposed a fusion of face and voice using PSO and belief function at score level fusion, in which the belief assignment is generated from the score of each modality using Denoeux and Appriou models.PSO is used to estimates the confidence factor, the fusion of weighted belief assignment is carried out using Dempster-Shafer(DS) and finally make decision making whether the claim user is genuine or not. Kumar et al. [12] proposed an adaptive combination of multiple biometrics classifier based on evolutionary approach in which the hybrid PSO model is used to obtain the different fusion parameter and optimal fusion strategy. The authors use different possible methods like simple sum, weighted sum, product and exponential sum as a score level fusion strategy. They have uses different combination of modalities like combination of iris and palmprint, face and speech and fingerprint and hand geometry to carry out their experiment. Amioy Kumar and Ajay Kumar [13] proposed a multimodal biometric fusion using ant colony optimization (ACO) in which they shows their experiment results using publicly available database like IIITD database of palmprint and iris; database from speech and face, and the NIST database of fingerprint and face images. Kumar et al. [14] proposed an ant colony optimization (ACO) based fuzzy binary decision tree for bimodal hand knuckle verification system, in which they uses ACO to choose optimal fusion parameter for each level of security.FBDT (fuzzy binary decision tree) are used for decision making purpose and classify the classes as genuine or imposter using matching score obtained from knuckle database. The application of GA (genetic algorithm) for selection of different fusion parameter at score level fusion was proposed by Romain Giot et al. [15] in which they define a fitness function based on a fast Error Equal Rate computing method. They have tested three different kinds of score fusion methods whose parameter are automatically set by genetic algorithm, the score fusion functions have been validate on three different multibiometric database on which two are real and one is chimerical.Cherifi Dalila and Hafnaoui Imane [16] proposed a multibiometric system using combination of GA and PSO based on score level fusion, in which PSO and GA is applied to find the optimum weights associated to the modalities being fused. They conclude that the performance of hybrid GA with PSO, GA and PSO at score level is differing significantly in terms of time consumption.Aniesha et al. [17] proposed a Genetic and Evolutionary computation (GEC)-based multibiometric fusion scheme to optimize the weights assigned to the different biometric modalities of a multibiometric system for score level fusion, the modalities tested were face and periocular biometrics. They conclude that the after using the concept of GEC at score level, it can help to improve the recognition accuracy of the system. 
ANT COLONY OPTIMIZATION 
Ant colony optimization [18] was first introduce by Marco Dorigo in the year 1992 is a one kind of probabilistic technique used to find the optimal solution of a problem based on the behavior of the ant. This algorithm is a member of the ant colony algorithm family, in swarm intelligence methods, and it constitute some metaheuristic optimization. Initially each ant has an equal amount of pheromone (a chemical substance produced and released into the environment by an ant) level, using that they direct each other to the resource and similarly record their position to obtain the better solution in next iteration. Two important factors in ACO are Q (pheromone constant) and  (evaporation factor) whose value is less than 1.Initially each ant select its possible solution randomly from the set of available possible values. For each ant, the objective function G (shown in Eqn. 2) is calculated and pheromone level of all the solution are updated using the initial pheromone level, computed function E, pheromone constant Q and evaporation factor  as follow:
   If ith solution is selected in ith iteration
	  =    If ith solution is not selected in ith iteration				………….             (1)
Where Q=pheromone constant, E=Error calculated,  =evaporation constant and  pheromone level at tth iteration. The objective function is given by Eqn. 2.
   .. ….            (2)
Where 
BIMODAL FUSION STRATEGY
Researcher preferred to use score level and decision level as a fusion strategy in multibiometric system employed for the fusion of two or more biometric modalities. In this work we used score level fusion for fingerprint and iris, and finally ACO is used for optimal selection of fusion parameter like different weight for output matcher by different modalities and fusion rule. FAR (false acceptance rate) and FRR (false rejection rate) are two key parameter for measure the performance of any biometric system. FAR is the rate at which imposter user are accepted as genuine users while FRR is the rate at which genuine users are rejected considering imposter ones. Both FAR and FRR are complement to each other and for achieve high level of security it is mandatory to maintain the value of FAR and FRR as low as possible. But it is very difficult to set both these value low at the same time.EER (equal error rate) is another key parameter to measure the performance of the multibiometric system which is a value at which both FAR and FRR are equal. The cost of false acceptance (CFA) and cost of false rejection (CFR) are two parameters through which we can measure the security level of the system. Both of these cost belong to [0, 2] in the step of 0.1. The four popular score level fusion rule are sum rule, product rule, exponential sum and Tan-hyperbolic (Tanh) which are as follows:
          ……….  (3)
   ………… (4)
 ……..    (5)
 ….. (6)
Where  be the matching score obtained by the jth modality and be the corresponding weight assign for j=1, 2.
ACO FOR PROPOSED BIMODAL
Each ant in the search space is represented by, where the first subscript m denotes a mth solution and D denote the dimension. As we use score level fusion for two modalities so each ant can be represented by “N+1” dimensions where N denotes the total number of modality which is 2 in this case and the last dimension is for fusion rule chosen from Eqs (3)- (6). Each ant can be represented by   , where first two parameters are the weights assigned and last parameter is the fusion rule. Initially each ant is assign with the equal amount of pheromone level. To obtain the fused matched score the individual weights assign by the ACO is applied to the corresponding matching score and fusion is performed with the chosen fusion rule like weighed sum,product,tanh and exponential sum. For each ant the value of G (Eqn. 2) is calculated and that fusion parameter is selected as optimum which minimizes the value of G.the update on the pheromone level at (t+1) th iteration where i denote the ith ant is given in Eqn. 1. The main problem with the ACO technique is the saturation of pheromone level for small value of (approx. 0) and forcing the ant stuck on a particular path. To overcome this problem if we set the value of  to approx. 1 then every path will have the same probability and there is no scope of optimization. So better solution of this problem is to initially set the value of  near to 1 and gradually decrease the value in steps of 0.005.
PROPOSED WORK
In this paper we propose a multibiometric system using ACO based on score level fusion to enhance the overall system performance. This work extract feature from two biometric modalities namely faces and iris (left/right). In the enrollment phase the extracted features from two different biometric modalities face and iris (left/right) are stored in the respective database which is shown in Fig 1. During the authentication phase the extracted face and iris (left/right) features of claimed identity is compared with the existing stored template of face and iris, which in result produce three match score namely. In this work we use ACO as an optimization technique to select the fusion parameter like weights for the different biometric matcher  and fusion rule which is used further for score level fusion. And finally the claimed identity is considered genuine if the resultant score value is above the system threshold value, otherwise the claimed identity is considered as imposter shown in Fig 2.
4.1 FACIAL FEATURE EXTRACTION
The various phases involve in feature extraction of face are pre-processing, Image-enhancement and feature extraction. In the face recognition system the first phase is pre-processing in which face image are detect using the Active Appearance Modeling (AAM toolbox) [19] used to locate the center position of the left and right iris of eyes. This toolbox is helped to measure the angle of head roll that may be occurred during the acquisition of the face image. By using the center position and measured angle both eyes are aligned in the face image. After pre-processing the next step is image enhancement used to enhance the image quality. For this purpose we use Histogram Equalization (HE) and mean-variance normalization (MVN) [20] which is apply on resized image of size 60×60 to reduce the effect of illumination, finally Log-Gabor transform technique is used for facial feature extraction to transform the image of size 40×80.Finally,match scores are produced using the Manhattan distance measurement.
4.2 IRIS FEATURE EXTRACTION
The various phases of iris feature extraction are as follow
4.2.1 Segmentation
The main goal of segmentation is to isolate the require iris region from the whole eye image by separating the part of an image between the inner boundary and outer boundary. Two well known iris segmentation method are attributed to Daugman and Wildes. Daugman developed integro-differential operator to find circular pupils and limbus boundaries. It can be interpreted as a circular edge detector, which searches in a smoothed image by Gaussian filter, the parameter of a circular boundary along which the integra derivative is maximal [21].Wilds proposed a two stage iris segmentation method gradient based intensity image, and next the inner and outer boundaries are detected using Hough transform[22].
4.2.2 Normalization
The extracted iris region is then normalized into a fixed rectangular box. The most common normalization method proposed by Daugman. According to Daugman’s rubber sheet model, the remapping of the iris image I(x(r, ϴ), y(r, ϴ))I(r,ϴ) from Cartesian coordinate to doubly dimensionless pseudo polar coordinate system can be represented as
  ……….. (7)
 ……….. (8) 
Where  and  are respectively the discrete co-ordinate nearest to the papillary boundary and r is the normalized radius in the interval [0, 1].
4.2.3 Feature extraction
In this step the unique pattern of iris is extracted using Log-Gabor transform with the same strategy as in face recognition. And the final size of the Log-Gabor transform image is set to 40×80. Finally, match scores are produced using the Manhattan distance measurement.
Experimental Results
In this paper fusion of face and iris (left/right) at score level fusion is presented. We considered four bimodal systems these are a) face and left iris b) face and right iris c) left iris and right iris d) face, left iris and right iris.
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Fig 1: Enrollment Phase
Fusion parameter in Aco based learning is mostly depends on the cost factor CFA; so the ACO algorithm runs for each value of CFA.The fusion parameter are computed for each value of CFA and initially the value of  is set to 1 which is decrease in step of 0.005 to get the global optimal value. Experiment are carried out in the range of [0.005, 0.01] and it is found that Q=0.01 is acceptable. In this experiment we select total 15 numbers of ants which is found enough for the convergence of the algorithm. The number of iteration for ACO algorithm is taken as 50 and found sufficient for the convergence of the solution. The whole experiment are carried out using on a publicly available database called CASIA-IRIS-DISTANCE [23] which is a combination of both dual-eye iris and facial feature of 2567 images of 142 subjects. The average size of extracted iris is 170×150, and the average number of pixels between irises is 760.It was implemented in MATLAB R2016a.we consider randomly 90 subjects and each subject possess 10 sample, on which 5 sample for references and 5 for testing which is performed 10 times without any overlapping. In each trial we got (90×5=450) genuine score by compare the image of same person and 40,050 (90×89×5) imposter score by compare an image of a person with an image of another person. The performance of the system is measured by FAR (False acceptance rate), GAR (Genuine acceptance rate), and TER (Total error rate).It is represented by the ROC (Receiver Operating Characteristic) curve which plots FAR probability versus GAR probability for different value of the decision threshold. Table 1-4 shows the values of FAR and FRR correspond to the value of decision threshold for fusion of (face and left iris), (face and right iris), (left iris and right iris) and (face, left iris and right iris).
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Fig 2: Authentication Phase

Table 1: FAR and FRR for fusion of face and left iris
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For each bimodal system the minimum overall error rate computed corresponding to each CFA is shown in Fig. 3a-d, respectively.
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Table 2: FAR and FRR for fusion of face and right iris

Table 4: FAR and FRR for fusion of face, left and right iris

Table 3: FAR and FRR for fusion of left and right iris
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          Fig.3 (a): CFA vs. Error rate for face and left iris
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Fig.3 (b): CFA vs. Error rate for face and right iris	       Fig.3 (c): CFA vs. Error rate for left and right iris
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                    Table 5: ACO based Error rate for different fusion rule
[image: F:\Capture9.PNG]
 Fig.3 (d): CFA vs. Error rate for face, left and right iris
CONCLUSIONS

In this paper we propose a multibiometric system using ant colony optimization (ACO) as an optimization technique based on score level fusion to improve the performance and reduce the error rate of the proposed system. The role of ACO is to select the most optimal value of fusion parameter like fusion rule and the weights assign to the different biometric matcher. The security level of the system is totally depends on two parameter like FAR (false acceptance rate) and FRR (false rejection rate). The ACO is selected to choose optimal fusion parameter corresponding to each CFA, which denotes the different security level in the bimodal system. For obtained the high security level in the bimodal system the cost of false acceptance rate(FAR) can be set higher than those of false rejection rate(FRR) because imposter acceptance should be as less as possible. In order to obtain the low security we choose the cost of FRR much higher than the FAR because in this case the genuine rejection is required to be maintain as less as possible. In bimodal system CFA (cost of false acceptance) and CFR (cost of false rejection) are used to measure the security level of the system. We considered four bimodal systems these are a) face and left iris b) face and right iris c) left iris and right iris d) face, left iris and right iris. The experimental result shows that among the several fusion rules (sum, exponential sum, tanh and product), the sum rule is one of the best fusion rule with minimum error rate and its accuracy level is outperformer than the other fusion rule.
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ABSTRACT
Multimedia is the most popular and widely used culture around the world. In this modern era of computers, multimedia has captured an important place in our day to day life. Multimedia data typically means digital images, audio, video, animation and graphics together with data. With the increasing popularity of the www, the more challenges in computer science has become content-based retrieval of multimedia data and objects. This paper gives the general introduction of multimedia database and the types of queriesused to retrieve the data from database. In today’s world not only personal data but professional data is also digitized. These data are stored in digitized form whichmake backup copies and help to access the other professionals easier. This paper introduces the basic concept as well as general framework for multimedia database system and describes the requirement, need and architecture of Multimedia database.

Key words: Database Management System (DBMS), Multimedia Database (MMDB),Data Models, Data Mining

INTRODUCTION
Multimedia can be defined as a technique that combines avariety of media items to make the 
Information more attractive and enables into communicate in variety of ways. A multimedia Database consists of a variety of multimedia data such as text, images, Audios, videos, animations etc.. A multimedia database is a database that hosts one or more primary media file types such as .txt (documents), .jpg (images), .mp4 (videos), .mp3 (audio), etc. All primary media files are stored in binary strings of zeros and ones, and are encoded according to file type. The term "data" is typically referenced from the computer point of view, whereas the term "multimedia" is referenced from the user point of view. Multimedia object are multimedia document or presentation containing one or more multimedia data. The difference between multimedia database and standard database is a multimedia database stores information internally where a  normal database can only store textual or numerical data.  Due to the advancement of modern computer and information technology, multimedia plays more and more impact on our lives.

This paper reviews:
Multimedia data types
Multimedia requirements and Functions
Architecture, design of Multimedia database
Multimedia data mining

EVOLUTION OF MMDBMS
Since existing relational and object oriented databases comprise the basic requirements of any database, but to store multimedia data multimedia database were evolved , that includes :
· Long bit and byte strings
· BLOBS
· Paths or references of images where the actual images stored elsewhere, such as on an optical storage subsystem.
· Content retrieval capacities.
MULTIMEDIA DATA 
In addition to the standard numeric, date and text data types, there are a number of data types that are regarded as the basic building blocks of MM applications. These data types, which are elements of more complex MM objects, are:
· Text - different fonts and to produce special effects such as color and fill using a standard Languages HTML. 
· Audio - various audio file formats include Microsoft WAV (wave) and MIDI, which is a more compact representation of sound. It is a string of bits in digitized form.
· Images - pixels can be 0 or 1 ('white' or 'black') or hi-res color images with 8, 16 or 24 bits per pixel. It can be bitmap, JPEG, MPEG.
· Digital video - usually stored as a sequence of frames. For realistic playback, the transmission, compression, and decompression of digitized continuous frames requires transfer rates of 30 frames per second. If audio is required as well, the audio and video must be interleaved so that the sequences can be timed properly. Microsoft's AVI format can synchronize playback of audio and video. 
· Graphical objects– encoded in CGM, Postscript, such as 2- and 3-dimensional images. 
· These loosely fall underthree main categories: 
· Static media (time-independent, i.e. images, graphic object  and handwriting) 
·  Dynamic media (time-dependent, i.e.  audio, video ,animation and sound bytes)
·  Dimensional media (i.e. 3D games or computer-aided drafting programs- CAD) .
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Data Structure in MMDBMS

Raw Data-Uncompressed Image
Registering Data-Size and coding details of raw data
Descriptive data-Textual numerical annotations
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Descriptive data-pic. date
Registering data-Height and width
Raw data -Pixel







CONTENTS OF MMDBMS
· Media data- actual data repressing images, audio, video that are captured, digitized, process, compressed and stored.
· Media format data-  It contains format information of the media data after it goes through the processing and encoding phases
· Media keyword data-It contains the keyword descriptions. For example for a video , this might include the date of recording ,time of recording  and place of recording, the person who recorded, etc. This is also called as content descriptive data.
· Media feature data-It contains the features derived from the media dat. For example the kinds of textures, distribution of colors, and the different shapes present in an images. This is also referred to as content dependent data.

CHARACTERISTICS OF MULTIMEDIA DATABASE MANAGEMENT SYSTEM

· Storage media-multimedia data must be stored and managed according to the specific characteristic of the storage media. It must be capable of handling large amount of data.

· Descriptive search methods-query of multimedia data should based on a descriptive and content oriented search.
· Simultaneous data access-allow consistent, multiple and simultaneous data access through different queries of several application

·  Long Transaction -Most multimedia transitions are long and require long processing and retrieval time.

· Recovery-Failures of transaction should not affect the persistent data storage.

· Persistence-Data objects can be saved and re-used by different transitions and program invocations.



REQUIREMENTS OF MULTIMEDIA DATABASE MANAGEMENT SYSTEM

· Using the general functions provided by a traditional DBMS as a guide, we can describe the purposes of a multimedia DBMS as follow:
· Data persistence: Data this time, computer technology continues to develop and, together with this development, operating systems and other programs change. For this reason, a DBMS should be able to process data, even when the environment has changed. The ability of data objects to persist (survive) through different transactions and program invocations.
· 
· Consistent view of the data: Ensures consistency of the database state from one transaction to another through constraints imposed on transaction. Particularly in concurrent multi-user operation, it is important to provide a consistent view of the data during concurrent database queries at specific point in time. This property is ensured by protocols for time synchronization.
· 
· Data Security: Restrict unauthorized access and modification of stored data. The security and integrity of data in case of an error is one of the most important conditions for a DBMS. This property is achieved by use of the transaction concept.
· Database query and output: Databases store different information (entries), which can be retrieved at any given time by database queries. Database queries are formulated by use of query languages, such as SQL. In addition, each entry in a database includes some status information (e.g. that the entry was changed). This information has to be reproduced exactly to ensure that the correct information about entry is supplied. Ensure that that the query mechanisms are suited for multimedia data.

· A few more properties of multimedia database system that are worth a mention are:
· •Integration: Ensures that data items needs not be duplicated during different program invocation requiring the data.
· •Data Independence: Separation of the database and the management functions from the application programs.
· •Recovery: Methods needed to ensure that results of transaction that fail do not affect the persistent data storage.
· •Version Control: Organization and management of different version of persistent objects, which might be required by applications.

OPERATIONS ON MMDBMS
The operations are-
· Input - Data will be written to the database.
RAW and Registering data is mandatory.
Descriptive data is optimal.

· Output-Reads the data from database as per the registering data

· Modification- changing of RAW, Registering and descriptive data Deletion –

· Comparison-
Search and Retrieval of stored data
Patter matching techniques is used.

· Deleting – removes the entry from database.

· Evaluation-Generation of descriptive data from Raw and registering data.

INTEGRATION OF MMDBMS

An appropriate data model is critical for representing a multimedia database.
Relational, object-oriented, and object-relational data models have been examined
to represent multimedia data. Some argue that relational models are better because
they can capture relationships, while others argue that object models are better
because they represent complex structures. Still others argue that hypersemantic data
models are better because they capture both objects, relationships, and rules. We
discuss all these models in the following subsections.

Design of multimedia database management system is based on two different kinds of DBMS:
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1.EXTENSIBLERELATIONALMMDBMS:-
· Embedded new functions and types into RDBMS
2. OBJECT ORIENTED DATABASE MANAGEMENT SYSTEM:-
- An object-oriented data model, each object in the
figure corresponds to an object in the object model. The attributes of an object may
be represented as instance variables and will include time interval, frames, and
content description.
-  Different medias are presented by classes , whose instance variable include the data as   
  Internal state. classes with objects are defined
- objects can be put in relations via a class hierarchy
- a semantic specialization of classes and objects can follow
3. HYPERSEMANTIC MODELS:-  
- Hypersemantic  models are essentially  semantic data model which support for representing constraints and rules.
One can consider both object and object-relational data models to be semantic models that capture the semantics of an application. It was noted in the previous model that with both object and object-relational data models, one cannot represent constraints in a natural manner. Although one could enforce them as part of methods, it is better to express them in a more natural way, such as with rules. Hypersemantic models enable the representation of constraints. Note that there is no standard hypersemantic data
model. One can extend any type of semantic model such as semantic nets as well
as objects with rules in a hypersemantic data model.

ARCHITECTURE OF MMDBMS
Various architectures are being examined to design and develop a multimedia data-
base management system (MM-DBMS). 

Architecture of a multi-user database can become complex. It is not clear which architecture would be the best option for a multimedia database. MDBMS has formal database architecture. It has a separate user view from the system view.
It basically constitutes three layer architecture. A simple representation is shown below:

INTERFACE
The interface between the user and the database is used for the following activities: Object browsing, Compose, and Dispose

OBJECT COMPOSITION
The object composition part of the multimedia database manages the multimedia objects.

STORAGE
Storage functions of multimedia database involve clustering and indexing of multimedia data.












THREE-LAYER ARCHITECTURE

[image: http://2.bp.blogspot.com/-drk8KJbFokE/U4m_Ze-rNsI/AAAAAAAAAtI/D_G_FG-LK00/s1600/4.png]
                     User’s view-object browsing, query, compose and decompose

Image index, video index, audio index, Text index —these all are connected to multimedia query engine.
There is a presentation engine-the output is given through the presentation layer to user

FUNCTIONALITY OF MMDBMS

The Functionality of multimedia comprise of the following:
•The operating system provides the management interface for MDBMS to all local devices.
•The MDBMS provides an abstraction of the stored data and their equivalent devices, as is the case in DBMS without multimedia.
•The communication system provides for MDBMS abstractions for communication with entities at remote computers.
These communication abstractions are specified through interfaces according to, for example, the Open System Interconnection (OSI) architecture.
•A layer above the DBMS, operating system and communication system can unify all these different abstractions and offer them, for example, in an object oriented environment such, as a toolkit. Thus, an application should have access to each abstraction at different level.

MULTIMEDIA DATA MINING

Recently, there has been much interest in mining multimedia databases such as text,
images and video. Many data mining tools work on relational data-bases. However, a considerable amount of data is now in multimedia format. There is a large amount of text and image data on the Web. News services provide a lot of video and audio data. This data has to be mined so that useful information can be extracted. One solution is to extract structured data from the multimedia databases and then mine the structured data using traditional data mining tools. Another solution is to develop mining tools to operate on the multimedia data directly. Note that to mine multimedia data, we must mine combinations of two or more data types,
such as text and video, or text, video, and audio. However, in this paper we deal
mainly with one data type at a time because we first need techniques to mine the
data belonging to the individual data types before mining multimedia data. In the
future, tools for multimedia data mining will probably be developed.

There are number of data mining tasks such as classification, prediction, time-series analysis, clustering etc. All these tasks are either predictive data mining tasks or descriptive data mining tasks.

· Predictive data mining tasks
	Tasks come up with a model from the available data set that is helpful in predicting unknown or future values of another data set of interest. Example- A medical practitioner trying to diagnose a disease based on the medical test results of patient can be considered as predictive data mining task. 

· Descriptive data mining tasks
	These tasks usually find data describing patterns and comes up with new, significant information from the available data set. Example- A retailer trying to identify products that are purchased together can be considered as a descriptive data mining task. 
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ISSUES AND CHALLENGES

Multimedia data consists, of variety of media formats including DOC,AVI, MPEG,PNG, etc. 
· The tremendous amount of bandwidth they consume.
· Creating a Globally-accepted operating system applicable storage and resource management programs need to accommodate the vast Global multimedia information hunger.
· Multimedia database consume a lot of processing time.
· Multimedia data structure takes much time in retrieval than standard database structures.
· Creating Globally data handing platforms, such as JOOMLA that these new multimedia database structure require.



CONCLUSION

Multimedia has emerged in every field of work. Compared with traditional textual application, multimedia applications usually require much higher bandwidth. There occur a lot of challenges while designing, maintaining and retrieving data from multimedia database. For most multimedia application, the receiver has limited buffer. If no measure is taken to smooth the data stream, it may overflow or underflow the application buffer. One of the main challenges is to bridge the gap between the concepts in the real world environment of the end users and the low level features that can be presented and computed from the raw data of multimedia objects. The use of IR theory was presented for this purpose and a novel architecture for multimedia database management systems that integrates these techniques in all levels of the system proposed. 


FUTURE WORK: 

Future work in the information access research lone consists of the application of machine learning techniques to improve the representations of multimedia objects in the concept layer using feedback across sessions. Also, significant improvements are expected in the quality of multimedia information retrieval, by obtaining finer granted information from the dialogue with the user.
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ABSTRACT
Acid rain in reality has been well documented for many places, viz. the eastern USA, Canada, Bermuda, etc. Plants are drastically affected by acid rain (AR)-caused acid deposition. One of the main effects of acid rainfall on plants is the leaching of nutrients and cations from leaves. The literature review of acid rain-induced effects on various plants is described in the present paper, which gives the detailed description of different AR-induced effects observed in herbs, crop and vegetable plants, trees and forest, etc.

INTRODUCTION 
[bookmark: History]Acid rain is rainfall that has been acidified by oxides of sulfur and nitrogen. Acid rain usually has a pH of less than 5.6. Acid rain is formed when pollutants called oxides of sulfur and nitrogen, contained in power plant smoke, factory smoke, and car exhaust, react with the moisture in the atmosphere. It is a rain or any other form of precipitation that is unusually acidic. i.e. elevated levels  of hydrogen ion. It can have harmful effects on plants, aquatic animals, and infrastructure through the process of wet deposition. Acid rain is caused by emissions of compounds of ammonium, carbon, nitrogen, and sulfur which react with the water molecules in the atmosphere to produce acids.  Also, Dry deposition, such as soot and ash, sleet, hail, snow, smog and low level ozone are forms that Acid rain. AR is caused by emissions of SO2 and NO, which react with the water molecules in the atmosphere to produce acids. These pollutants (SO2, NOX), once released into the atmosphere, can be converted chemically (under the influence of sunlight and moisture) into secondary pollutants such as sulphuric acid (H2SO4) and nitric acid (HNO3). Both H2SO4 and HNO3 can dissolve easily in clouds and water. Ambient concentrations of the primary pollutants, SO2 and NOX, and the secondary pollutants, ozone (O3) and acidic wet deposition have been reported. The effects of the above gaseous pollutants (O3, SO2, NOX) and AR have been assessed and compared for a wide variety of crop cultivars and species. In simple words, Acid rain is acid mixed with rain water. Some acidic gases mixed in air, such as sulfur dioxide, some oxides of nitrogen etc. on prolonged reaction with oxygen and moisture of air produce various acids. When there is rain, these acids (along with some suspended particulate substances) being dissolved in rain water come down on the earth and may render the soil or water of surface water bodies acidic.  Acid rain is thus an outcome of air pollution

THE HISTORY OF THE ACID RAIN PROBLEM
Here is a little bit on the history of the acid rain problem. The problem of acid rain probably originated during the 1730's, at the height of the industrial revolution. It was discovered in the 1950's and started being noticed in the 1960's. Since the 1960's, the problem has gotten worse in rural areas because the tall chimneys on factories allow the wind to transport pollutants far away from their sources. In 1984 it was reported that almost half of the trees in the famous black forest in Germany had been damaged by acid rain. In 1988, as part of the United Nations-sponsored Long Range Trans boundary Air Pollution Agreement, the U.S.A. and 24 other nations agreed to some rules limiting nitrogen oxide emissions to 1987 levels.1990 changes to the Clean Air Act set rules to cut down the release of sulfur dioxide from power plants down to 10 million tones by January 1, 2000.

DATA COLLECTION 
CASE STUDY:
There are many bad things that have happened because of acid rain and here are some. In Sweden, drinking water once contained enough water to make people's hair turn green. In the Czech Republic, many trees lost all their leaves as a result of acid rain. The Taj Mahal in India, one of the ten wonders of the world, is being constantly threatened by acid rain. Some famous statues, such as the Lincoln Memorial and Michelangelo’s statue of Marcus Aurelius, have started deteriorating because of acid rain. In London in 1952, very thick acid smog killed 4,000 people
[image: http://www.angelfire.com/ks3/acidrainreport/global2.gif]
This map shows the areas that are currently affected by acid rain (heavily or moderately) and could be affected by acid rain in the future

SOURCES OF UK SULPHURE DIOXIDE & NITROGEN OXIDES, 1999.

	SULPHUR DIOXIDE
	NITROGEN OXIDES

	Domestic         4%
Commercial 2%
Road Transport 1%
Power Stations 65%
Refineries 8%
Other Industry 10%
Shipping 2%
Iron & Steel 4%
(total in 1999 = 1.19 million tonnes)
	Domestic 4%
Commercial 2%
Road Transport 44%
Power Stations 21%
Refineries 2%
Other Industry 9%
Shipping 3%
Iron & Steel 2%
(total in 1999 = 1.61 million tonnes)


[bookmark: Causes]

FINDINGS 
IMPACT
[bookmark: Effects]Acid rain can be caused by many things. Industrial emissions from factories and power plants that burn fuels such as natural gas, coal or oil, emit smoke that gives off oxides of sulfur and nitrogen is one cause. Another cause is vehicles (e.g. cars, buses) that burn gasoline and diesel. The exhaust emitted by burning these fuels contains sulfur dioxide, an oxide of sulfur. Also, vehicles that have gas engines will produce oxides of nitrogen, another cause of acid rain. One other cause is home fires giving off smoke that contains sulfur dioxide. Some fairly minor causes are natural causes which are volcanoes, swamps and rotting plants giving off sulfur dioxide. Natural causes only account for 10% of the pollution causing acid rain.

EFFECTS   AND   PROBLEMS
There are many problems and effects caused by acid rain. Acid rain can cause buildings, statues and bridges to deteriorate faster than usual. Another problem is it harms thousands of lakes, rivers, and streams worldwide. It disrupts lake ecosystems and kill wildlife in affected lakes, rivers and streams. Acid rain also damages soil and the tree roots in it. When soil is acidified, tree roots are damaged, leaving them not able to draw in enough nutrients to support the tree. When acid rain falls on trees, it makes their leaves turn brownish-yellow and the tree can no longer carry out photosynthesis properly. Another problem is it will harm people when they breathe in smog, acid rain in one of its many forms. Acid rain can also harm people indirectly. This happens when people eat fish caught in affected lakes or rivers. Also, if the water source is acidic enough, it will react with copper or lead pipes to harm humans. It also washes aluminum into the water supply. Birds can be harmed if they live in affected waters or feed on fish living in affected waters.

EFFECT ON CROP AND VEGETABLE PLANTS


Crop and vegetable plants have shown a wide range of sensitivity to the acidity of rain water. As reported by Firebaugh , the effects of SiAR (pH < 3) on Phaseolus vulgaris L. plants exhibited a failure to attain normal height, had necrotic and wrinkled leaves, excessive and adventitious budding, and premature abscission of primary leaves. Again, apparent rates of photosynthesis, however, increased dramatically. Both carbohydrate production and root biomass were reduced by low pH treatments, and application of Congo red indicator to the acid-treated leaf tissue showed that the cell contents were acidified to a pH of below 4.0. it has been reported that Arabidopsis leaves treated with SiAR showed phenotypes similar to necrotic lesions caused by biotic stresses like pseudomonad infiltration. Again, exposure of Arabidopsis to SiAR resulted in the up-regulation of genes. In their report, they suggested that SiAR activates at least the salicylic acid pathway, and activation of this pathway is sensitive to sulfuric acid. The impact of SiAR with pHlevels of 5.0, 4.0 and 3.0 on three most popular vegetable plants species, viz. Capsicum annuum, Lycopersicon esculentum and Solanum melongea of the family Solanaceae. From the above study, they have reported that the growth parameters and fruiting were severely curtailed with increasing acidity in all the three species.

EFFECT  ON  TREE  AND  FOREST

The effect of AR on higher plants viz. pine , Beech and Holm Oak, apple tree, litchi , and even forest is highly adverse due to acid deposition. Leaf is the most sensitive organ to AR-caused pollutant damage, and has been the target of many studies. Usually, the effect of acid depositions on higher plants arises in two ways-either through foliage or through roots. The symptoms include direct damage to the plant tissue (especially roots and foliage), reduced canopy cover, crown dieback and whole tree death. The germination rate of Norway spruce, Scots Pine and silver birch seeds was found to be moderately inhibited at pH 3.8 and 5.4photosynthetic rate on a unit chlorophyll basis, and on chlorophyll degradation. When NO3- concentrations in rain water increased, the chlorophyll a+b contents of the leaves increased in parallel, even though the pH of the simulated rain decreased. The nitrogen content of the rain was sufficient to stimulate the production of chlorophyll and was able to override any degradative effect expected due to the H+ input from AR. The AR does, therefore, simultaneously increase chlorophyll content and reduce the efficiency of the use of chlorophyll in photosynthesis. This reduced efficiency may be linked to the increase in the rate of degradation of chlorophyll to pheophytin.

EFFECT  ON  HERB

To the best of my knowledge is concerned, there are only a few reports available on the effect of medicinal herbs due to acid rain. The effects of simulated acid rain (SiAR) of pH 2.5, 3.5, 4.5 and 5.5 on chlorophyll and ascorbic acid contents of two cultivars of a medicinal herb Menthapiperita. In the above study, they found that chlorophyll and ascorbic acid contents of the leaves were adversely affected (at pH 2.5 and 3.5), and chlorophyll-a showed more reduction than chlorophyll-b. In both the cultivars, more sensitive on chlorophyll and ascorbic acid contents. Various aluminium-based new phases formed due to the substitution of sulphur, which have been analyzed using X-Ray diffraction technique, have been reported in Behera. In this study, an attempt has been made to analyze the various aluminium phase (salt) formations due to the substitution of sulphur because of their toxicological importance. The new phases like AIH(SO4)2 and AI2S3 along with usual Al2O3; H2O, MgO, FeAI2 (PO4)2 (OH)2; 8H2O, and (K2Ca(SO4)2; H2O), when treated with sulphuric-simulated acid rain of  two different pH (3.39 and 5.45) for 20 weeks.

AREAS AFFECTED

There are several places around the world affected by acid rain and here are the main ones. The Northeastern section of the United States where acid rain is caused by high numbers of factories and power plants is one affected area. Also in that same region, the Southeastern section of Canada is affected and the main cause is factories in the Toronto-Hamilton area and possibly large numbers of automobiles. Central Europe (Black Triangle of Lower Silesia in Poland, Southern Saxony in Germany and Northern Bohemia in Czech Republic) and Scandinavia (Sweden, Norway and Finland) are also affected, here being the British and other European factories doing the damage. One more main area that is affected is parts of Asia, specifically India and China, where acid rain is caused by large numbers of factories.

RECOMMENDATIONS

There are many possible solutions to the acid rain problem. One is to use fuels that burn more cleanly. Another solution is to burn coal more efficiently. Power plant and factory chimneys can be fitted with a scrubber that release 90-95% sulfur free smoke and also produces sludge from which gypsum, a building material, can be produced. This problem can also be solved by enforcing tight emission standards on vehicles that burn gas and diesel. One other solution is fitting devices such as a catalytic converter into car exhaust pipes to minimize the amount of sulfur dioxide in car exhaust.

We can do things to help solve the acid rain problem. We can cut back on car use by walking, cycling, using public transit or carpooling. We can also help by turning off electrical devices not in use such as lights and computers.
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ABSTRACT
Ozone (O3) is a stratospheric layer that plays important role in providing support to humans for their survival. It is an essential factor for many global, biological and environmental phenomena. The ultra-violet (UV) rays emitted from sun are captured by ozone and thereby provide a stable ontological structure in the biosphere. Various anthropogenic activities such as emissions of CFCs, HCFCs and other organo-halogens lead to the depletion of ozone. The ozone depletion resulted in secondary production of an ozone layer near the ground (terrestrial ozone layer), which is responsible for adverse effects on plants, humans and environment with increased number of bronchial diseases in humans. The mutations caused by UV rays result in variation in morphogenic traits of plants which ultimately decreases crop productivity. However, UV radiation is required in optimum intensity for both plants and animals. This review takes into an account the wide ranging effects of ozone depletion with a majority of them being detrimental to the plant system.

INTRODUCTION
That is, the layer of life-protecting ozone found at the top of the stratosphere. A brief history of the discovery of the ozone 'hole' is included. The general concepts found in this section include the following:
Concentrations of stratospheric ozone represent a balance, established over eons, between creative and destructive forces and this balance, or dynamic equilibrium, has been changed by human activity. Ozone is formed in the earth's stratosphere and is critical to life on earth as we know it. There is compelling scientific evidence that ozone is destroyed in the stratosphere and that some human-released chemicals are speeding up the breakdown of ozone in the atmosphere. CFCs, a human-developed compound, are particularly destructive to the breakdown of ozone in the atmosphere. Ultraviolet radiation is present in natural outdoor light and can be blocked or filtered by various substances.

HISTORY
Ozone depletion describes two distinct but related phenomena observed since the late 1970s: a steady decline of about 4% per decade in the total volume of ozone in Earth's stratosphere (the ozone layer), and a much larger springtime decrease in stratospheric ozone over Earth's Polar Regions. The latter phenomenon is referred to as the ozone hole. In addition to these well-known stratospheric phenomena, there are also springtime polar troposphere ozone depletion events.CFCs were invented by Thomas Midgley, Jr. in the 1920s. They were used in air conditioning and cooling units, as aerosol spray propellants prior to the 1970s, and in the cleaning processes of delicate electronic equipment. They also occur as by-products of some chemical processes. No significant natural sources have ever been identified for these compounds — their presence in the atmosphere is due almost entirely to human manufacture. As mentioned above, when such ozone-depleting chemicals reach the stratosphere, they are dissociated by ultraviolet light to release chlorine atoms. The chlorine atoms act as a catalyst, and each can break down tens of thousands of ozone molecules before being removed from the stratosphere. Given the longevity of CFC molecules, recovery times are measured in decades. It is calculated that a CFC molecule takes an average of about five to seven years to go from the ground level up to the upper atmosphere, and it can stay there for about a century, destroying up to one hundred thousand ozone molecules during that time.

IMPACT OF OZONE LAYER DEPLETION
Increased UV, is responsible for most of the absorption of UVB radiation. The amount of UVB radiation that penetrates through the ozone layer decreases exponentially with the slant-path thickness and density of the layer. When stratospheric ozone levels decrease, higher levels of UVB reach the Earth’s surface UV-driven phenolic formation in tree rings has dated the start of ozone depletion in northern latitudes to the late 1700s.Ozone, while a minority constituent in Earth's atmosphere in October 2008, the Ecuadorian Space Agency published a report called HIPERION, a study of the last 28 years data from 10 satellites and dozens of ground instruments around the world among them their own, and found that the UV radiation reaching equatorial latitudes was far greater than expected, with the UV Index climbing as high as 24 in some very populated cities; the WHO considers 11 as an extreme index and a great risk to health. The report concluded that depleted ozone levels around the mid-latitudes of the planet are already endangering large populations in these areas. Later, the CONIDA, the Peruvian Space Agency, published its own study, which yielded almost the same findings as the Ecuadorian study.

BIOLOGICAL EFFECTS
EFFECTS ON HUMANS

Some of the possible harmful effects of increased UV-B light on humans include:
· Immune inhibition
· Skin deterioration
· Cataracts
· Skin cancer

[bookmark: 4.2]IMMUNEINHIBITION
The effects of immune inhibition, skin deterioration and cataracts will not be quantified here for the following reasons: Immune inhibition has been demonstrated in laboratory animals but is not well quantified. Also, cancers other than skin cancer do not increase at lower latitudes (where there is greater UV-B).                                                                                                                                                                                                           
SKIN DETERIORATION
[bookmark: 4.3]   Skin deterioration due to sunlight is well documented but primarily affects. Appearance and is not life-threatening

CATARACTS
Cataracts are a major cause of blindness in the world. In countries with good medical facilities, surgery can prevent most cataracts from causing blindness. Nevertheless, even in the U.S., cataracts are a leading cause of blindness. Every year, about 50,000 Americans become blind. Worldwide, there are approximately 17 million people who are blind due to cataracts, accounting for more than 50% of the blindness in the world (UNEP, 1994).

SKIN CANCER
There are two basic types of skin cancer: melanoma and non-melanoma.
Melanoma is the most serious form of skin cancer and is also one of the fastest growing types of cancer in the U.S. If not caught in its early stages, melanoma is often fatal. Melanoma cases in the U.S. have almost doubled in the past two decades with 34,000 cases and 7,200 deaths in 1995 alone (Long et al., 1996). This corresponds to a lifetime cancer risk factor of roughly one per 100 persons.
Non-melanoma skin cancer is the most common form of all cancers, but has a low fatality rate. There were an estimated 800,000 cases and 2,100 deaths in 1995 (Long et al., 1996) in the U.S. The lifetime cancer risk factor for non-melanoma skin cancer in the U.S. is roughly one in five persons.
The evidence for UV being a causative factor in skin cancers are as follows:
There is a striking increase with decreasing latitude (increasing UV-B).
The cancers are most often found on areas of the body exposed to the sun.
The incidence is higher in people with outdoor occupations, and is higher in men that in women (although this is not the case for melanoma skin cancer).
The incidence increases with age.
Conclusions are supported by animal studies.

CONCLUSION:

The potential effects of an increase in UV-B radiation on the biosphere due to ozone depletion are very serious. It is fortunate the world governments have united to restrict the production and use of chlorofluorocarbons. Many of the worlds food staples would be adversely impacted by an increase in UV-B light. Because of the adverse impact of UV-B light on the productivity of phytoplankton and zooplankton, marine fisheries would be severely impacted.
In addition, a decrease in the productivity of forests and phytoplankton due to increased UV-B would dramatically reduce the uptake of carbon dioxide by plants. This would not only reduce oxygen production but would contribute to global warming, with attendant changes in cloud cover, precipitation patterns, temperatures, and so on, which would impact all life on this planet.The complexity of interdependent effects makes it virtually impossible to predict the full consequences of ozone depletion on the biosphere. Fortunately, actions are already being taken by the world community to deal with this problem.
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DEFINING DESERTIFICATION
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ABSTRACT 
The concept of desertification was introduced in the late forties to designate a number of ecological degradation processes in tropical Africa, in particulate the progressive transformation of tropical forests in even drier ecosystem. Since, then the word has received a number of other meanings, some of the contradictory, most of them ambiguous.
This paper reviews the historical developments that lead to the introduction of the concept of desertification, sum arises some of the reasons why this issue is so controversial and suggests specific elements that should be incorporated in the definition of the concept. The point is made that each people of the concept should probably design a definition for his or her own use, depending on the goal, among other things.

 Even a short look at the literature will show that the term desertification has been accepted from the various scientific communities and that it has received a number of contradictory definitions and meanings. It is therefore difficult to start talking about desertification without bias. The first section below will nevertheless attempt such an approach. In the second section, I will describe briefly how this term came about and how its meaning evolved in time. In the third section, I will present sample published definition as different and contradictory as possible, to show the extent of the confusion, and in the fourth section I will try to rationalize these contradictions, with view to identify the basic element that should be included in a definition for it to be both unambiguous and useful.

1) NEUTRAL APPROACH –
One way to try to define desertification is as an unbiased way as possible to look at the etymology of the word. Desertification is composed of “desert” and “fiction” a suffix, also used in many other words like electrification. Usually this suffix means the making of, the production of something. Then a first definition of desertification could be “the making of the desert” or “the production of desert condition”.
The National center for atmospheric research is operated by the university corporation for atmospheric research and sponsored by the national science foundation. This approach seems simple enough, but it has merely displaced the main problem, which is now to clarify what a desert is! Of course every scientific discipline has its own definition of what a desert is, but for most standard directories the verb ‘to desert’ means to abandon, the adjective ‘desert’ describe an uninhabited region and the noun ‘desert’ refers to a bare or water less land.
If we accept this meaning, desertification becomes the creation or maintenance of barren or waterless region. Whether this particular approach or even used in the past in another question: I am just suggesting that this might be a starting point in our investigations of the published definition of desertification. Because it does not refer to any particular discipline, it should be agreeable to most interested researchers, at least as a starting point.

2) HISTORICAL BACKGROUND –

Environment degradation in arid and semi-arid regions is a very old problem for human civilizations. People have been living in the drier regions of the word. Archaeologists have found evidence of Neolithic culture living in the Sahara regions, and historians have documented and other early civilization. In this section, I will concentrate on the 20th century (because this is the most relevant period of our purpose), by identifying some of the events which could be thought of as benchmarks in the development and evolution of the concept of desertification. This list may not be complete; it is just an attempt to identify key events that may have shaped our current perception of this concept.
the first decade of this century witnessed severe drought on both northern and southern Africa, as evidenced by some documents as barber(1910), or the interim report of the south African drought investigation commission(1977). Other catastrophic events that have attracted much attention w 1978, stabbing, 1935).ere the dust bowl in the united states, in early thirties and perceived expansion of the Sahara. (e.g. lockeretz)
During the 1960s, the rainfall, levels, and the timing and duration of the rainy season in the Sahel started to shift and resulted in very severe drought condition that became clearly identifiable in 1968. This drought was the focus of attention for a number of years in the early and mid 70’s. Somehow, the connection with desertification was made because of the environmental degradation, but also because a wider concept than drought was required to describe the multiple aspects of the problem. In parallel to this, a rising interest in environmental conservation and quality of life become evident in developed world. This movement eventually leads to the holding of Stockholm conference on the environment in 1972 and the creation of the united Nation environmental programs (UNEP). That some year was a very unusual climatic year for many regions of the earth; EL-Nino event, couple with over fishing, almost destroyed the Peruvian fisheries industry; drought, floods and other ‘natural disasters’ occurred in many parts of the world. The first oil crisis compounded the problem and may also have provided the first acute example of the limitation associated with non-renewable resources.
3) [bookmark: _GoBack]GETTINGCONFUSED –
with that background, let us investigate why desertification is a controversial issue, what are debated questions and why this is important. For a starter, one must realize that desertification is by far not the only word used in the literature to describe environmental degradation in arid regions. In fact, a number of words have been proposed and use for this purpose. Again, limiting myself to the 20th century, the first word I found in the published literature was ‘dessication’, used by Hubert (1917, 1920), Schwartz (1919), and Chudeau (1921). These authors referred specifically to what they climate, particularly in the margins of the Sahara. In 1947, Aubreville introduced the term ‘bovalization’, followed in 1949, by desertification. Some ten years later, Le Houerou (1959), recognizing that the word desertification was being used to describe ecological degradation in any kind of environment including tropical forests, invented the word ‘desertization’ to refer specifically to semi-deserted areas bordering actual deserts.
Finally, some authors and organization have even gone as far as creating words to describe the reversal of the desertification process: UNEP organized, in 1975, a conference on ‘ de- desertization’ in Iran, and Wilson(1976) used the term ‘ossification’. On the other hand, other authors have been concerned by the disappearance of pristine desert environments, as Nowinson (1972) explains, due to degradation from tourism and in particular four wheel drive vehicles driving off-road, so while many are concerned about the advance of the desert, others believe deserts are being transformed in wasteland. It is interesting to note that those worded p not quite occur at random: there is some kind of progression. In the early part of the century, the concern was mainly with expanding deserts, especially at the southern border of the Sahara. Later on, emphasis was progressively on the degradation of the otherwise non-deserted region from within, rather than on an invasion from outside. Clearly, there would be no particular problem with these words and expression if they were synonymous. The fact is, however, that each author insists that his word is different from lit not better all other and should not be confused with them. Moreover, different authors often assign different meanings to the same word. For evidence on this latter point, consider the following question.
· Desertification is the impoverishment of acid, semi-arid and some subhumid ecosystem by the impact of man’s activities. Desertification is the result of land abuse.
· Natural desert are widespread over the surface of the earth. Their extent fluctuated in the quaternary period but exhibited a general inclination to increase. This is the process of natural desertification of former meadows, prairies, steppes, and alluvial plains.
· ‘Desertification’ is the diminution or destruction of the biological potential of the land and can lead ultimately to desert like conditions. It is an aspect of the widespred of ecosystem and has diminished or destroyed the biological potential of the land, 
i.e. plant and animal production, for multiple use purpose at a time when increased productivity is needed to support growing population in quest of development.
         This latter definition is in fact the one given in the UN plan of action to combat desertification. Interestingly enough, the definition included in the draft plan of action, prepared before the conference, read as follows:

·  Let us move now from the definition of word to their intended meaning. For the clarity of the discussion, I will identify five specific areas of disagreement; reversibility, location.

· Whether the process of desertification is reversible or not seem to be a matter of debate. For example, Talla and Sengele say ‘we consider desertification as being the ultimate and irreversible degradation status of a fragile environment long subject to an aggressive climate and a heavy human pressure; this may be contrasted with the view of UN plan of action, which states that ‘the immediate goal of the plan of action to combat desertification is to prevent and to arrest the advance of desertification and where possible, to reclaim desertification and for productive use. 
· How fast is desertification progressing?  This is a very interesting question to study from a historical perspective. Stebbing quoted one of the earlier figures of ‘desert encroachment’. Finally, Simon in a review article questioned the validity of the evidence and suggested that since cultivated area globally increased by one percent per year between 1950 and 1960, there might be no problem after all.
· Authors do not seem to agree better on the causes of desertification. It will suffice here to two extreme positions on the subject. EL-Baz views desertification as the result of a progressive drying of the climate of Africa, a trend that began 5000 years ago. On the other hand dregne ‘considers desertification to be a man-induced global phenomenon that has no respect for climatic zones. 
· Understandably, if one cannot agree on what the causes of the problem are, one can’t either on what should be done about it. For example, EL-Baz in an interview with Holden, find it extremely important not to throw any money into trying to reverse an inevitable natural process, and this is of course consistent with his view of desertification. The united nations predictably have an opposite view, claiming that desertification can be hated and ravaged land reclaimed in terms of what is known now: all that is needed is political will and determination to do it.
4) HINTS FOR AN IMPOSSIBLE TASK-

where do we go from here? Is the situation hopeless?  It seems indeed impossible to give a definition of desertification that will be acceptable to everybody, or that can be used in all circumstance. Different scientist has different background and needs, different people perceive the problem differently, and different social groups are differently affected by it. Some authors dislike the word desertification may be because it comes from French. Incidentally, the earliest reference to the word desertification that I have been able to track down in an English text is Hasting and Turner. The next two are kassas and grave although there may well be others, and the first use of the word within the united nations system may well have been in a FAO report written in French.  Here are the ingredients that I find most important to include or discuss explicitly when defining desertification: 

· WHO WILL BE USING THE DESERTIFICATION?

It is important to realize that the user of the land, an administrator, a scientist, and a politician, to name but a few all have different needs: the farmer and the pastoralist both have to live in these harsh environment: they have to cut trees because this is the only source of fuel and building materials they can afford. They certainly see desertification quite differently from the economist or the scientist.
· FOR WHAT PURPOSE DO WE NEED A DEFINITION? 

It is for academic research, economic development, aid programs, and economic preservation. If somebody is concerned about ecological preservation, he or she will most probably mean something different, then other who may be interested in developing the area, and increasing its productivity. There usually is some connection between the user of a definition and his purpose, but it would help to make both explicit.
· WHERE IS DESERTIFICATION TAKING PLACE ?

In the framework of a particular paper or project, it is usually possible to identify clearly whether the intended scope is global, continental, regional or local. Furthermore, it would also be very important to specify whether desertification is considered to be spatially homogeneous over the region to interest or rather, localization to limited spots.
· When is desertification occuring?

As was shown earlier, some authors view desertification as a slow, progressive destruction of the environment. However, other has been concerned only with the accelerated degradation that occurs in limited periods of stress, such as dry season. Furthermore, is desertification considered to be a continuous process, like the daily destruction of vegetation due to wood cutting, or is it rather a catastrophic event such as a land slide or severe erosion problem, which occurs infrequently?
· What is the nature of the issue? 

The exact nature of desertification is often unclear from the literature. Some view it as the cause of social-economic disruptions, others as the process leading to ecological changes, and still others as the consequence of land abuse.
· What are the appropriate indicators of desertification? 

Before one can attempt to cure desertification, it is necessary to know where the problem is more acute, what are the potential losses and the possible benefits to be gained from intended corrective actions. A number of indicators have been proposed in the past: albedo, vegetation cover, soil depth etc. this is why often very animated. In any case specifying exactly what will be measured to identify the problem is very good way to give explicit content to a definition of desertification.
· Is desertification reversible or not?

Reversibility may mean different things to different people. Are we talking about an ecosystem that can be physically brought back to same previous state or about a situated that can be brought back to stage of economical viability? Are we talking about reversibility of states may be the damage cannot be repaired but more destruction can be avoided. And if one talks about reverting to a previous state, then which one, corresponding to how long age? Finally, how do we see reversibility taking place? Are we waiting for ‘mother nature’ to do the job over the next decades and centuries or do we want to reverse the process ourselves? Clearly desertification may be reversible in some countries and not in others, for certain processes and not for others, simply due to the availability to attack the problem.
I would like to tackle two more points before concluding. One is concerned with pitfalls to avoid when attempting to define desertification I have identified at least four unsatisfactory practices, the first one is to define desertification in terms of deserts,  this is not an a acceptable define because deserts themselves are not clearly defined.
The second thing to avoid is to define arid, semi-arid, desert or semi-desert regions to desertification in terms of mean annual rainfall levels. Climatic variability is automatically an important cause of desertification.
Another logical deficiency is to define desertification solely in terms of ecological changes: urbanization is an extreme case of ecological degradation. Similarly, it is unwarranted to define desertification only in economical terms, because the productivity of a region depends on many factors, such as climate, soils, agricultural practices. They may also be inapplicable to subsistence economies. finally, it is important to realize that a definition of desertification may have implications beyond the intended wording: the meaning given to the concept may have financial implications, since a funding agency, for example, if the climate is not the main culprit, someone or a social group may be held responsible for the degradation. This is an eminently political issue that can’t be avoided. 

 CONCLUSION-

If most authors agree or disagree on what desertification actually is, there seems to be a consensus on the fact that it is undesirable. Beyond that, the literature gets confusing. Hence, the need for clearly specifying what we use the word. in this paper, I have tried to show that there are many possible reasons for the confusion, including the evolution of the concept in time, the various background of the authors, etc. there seems to be no hope, nor perhaps any need to try to select a define to fit the needs and requirements of all parties interested. but there is no necessity for confusion either, I have suggested that each user or group o user of the concept of desertification should take great care in specifying exactly what is meant, and a checklist of key items that should be investigated explicitly in any definition was given. I hope that this paper may be clarify and useful in this respect. Additional information on this and related issues can be found in qlantz and orlovski (1983) and verstraete (1983). 
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ABSTRACT:
This paper is based on usefulness of Cloud computing at present. Today’s every human beings wants to get updated with latest information for they wants to develop their skills and be connected with everyone. It’s quite simple that knowledge is very important for all not only in urban area but also a rural area. Through this paper we tried to encourage those students who always worked hard to give their best but notable to do due to lack of good source of knowledge and information where cloud computing is helpful for them. It is an era of internet no wants to stand on back side. Cloud computing is a way of sharing our resources in an digital manner i.e. it is the process of storing frequently used data on multiple servers which could be easily accessed by the help of internet without requirement of large numbers of manpower and space. Proper utilization of libraries resources and available to all at time is a big issue and at present users prefer internet .so cloud computing is proper solution and useful by those users who have no time to go libraries for their desired data.
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 Cloud computing, IAAS, PAAS, SAAS, Public cloud, Private cloud, Hybrid cloud, Community cloud, Information cloud. Software, Global Scale
INTRODUCTION
Cloud computing is simple and can be handled by anyone who have common knowledge just as mobile phone can be used .Cloud computing is basically required one servers which connected with internet and can be accessed anywhere through world same website is open. In Cloud computing the key point is portable storage which we do not have to carry. In this data stored in one place and can access in one way. Today’s libraries are being converted into digital environment i.e. libraries are fully automated for this we need to set up large servers, storage devices and lots of other equipment to support the business. 

On the other side rural area facing such problem because libraries are still in bad condition .Keeping in view’’ Digital India ‘’we need to corporate and comes forward to give their best to develop skills those area through cloud computing.

Cloud computing normally people think that cloud carry lots of water but not dropped down until it contact with air just as in a cloud computing environment, individuals and businesses work with applications and data stored and/or maintained on shared machines in a web-based environment rather than physically located in the home of a user or a corporate environment. Lew Tucker, Vice President and Chief Technology Officer of Cloud Computing at Sun Microsystems, explained that cloud computing is ‘the movement of application services onto the Internet and the increased use of the Internet to access a wide variety of services traditionally originating from within a company’s data center’ (Creeger 2009: 52). For example, web-based applications such as Google’s Gmail can be accessed in real time from an Internet-connected machine anywhere in the world.


[image: ]

Fig.1. A Computer Service Scenario in Cloud Computing

CLOUD COMPUTING: AN OVERVIEW 
Cloud computing is a computing paradigm, where a large pool of systems are connected in private or public networks, to provide dynamically scalable infrastructure for application, data and file storage. With the advent of this technology, the cost of computation, application hosting, content storage and delivery is reduced significantly. 

Cloud computing is a practical approach to experience direct cost benefits and it has the potential to transform a data center from a capital-intensive set up to a variable priced environment. 

The idea of cloud computing is based on a very fundamental principal of „reusability of IT capabilities'. The difference that cloud computing brings compared to traditional concepts of “grid computing”, “distributed computing”, “utility computing”, or “autonomic computing” is to broaden horizons across organizational boundaries. 

Forrester defines cloud computing as: 
“A pool of abstracted, highly scalable, and managed compute infrastructure capable of hosting end-customer applications and billed by consumption.”

[image: ]
Fig.2. Conceptual view of cloud computing

BASIC PRINCIPLES OF CLOUD COMPUTING
1. ON-DEMAND allows users to call up resource from the cloud and use them as needed. When the user is finished with the resources they release them in a self-service fashion. 
1. ELASTIC UNLIMITED CAPACITY or flexibility that includes scalability, allows the cloud to be dynamic to the users demands allowing the cloud to satisfy peak demands release resources when demand subsides. Networked access allows the cloud to be accessible widely, primarily though the internet. 
1. PAY AS YOU GO is usage-based metering allows users of the cloud to pay for the services when needed and used and to release them when they are no longer need, resulting in many benefits including cost and storage efficiency.

PARTS OF CLOUD COMPUTING
Cloud computing architecture refers to the components and subcomponents required for cloud computing. These components typically consist of a front end platform (fat client, thin client, mobile device), back end platforms (servers, storage), a cloud based delivery, and a network (Internet, Intranet, Intercloud).
1. Front end platform means simple, fluid, secure sometime users cannot understand how to use but can prefer to those data which can easily uploaded or downloaded I.e. users’ friendly (user interface).

1. Back end platform means major portion and major function i.e. programme work which are not explained by the organizer.
So it is clear that more difficult the back end platform more easily will front end platform easy to use.

BASIC ELEMENTS OF CLOUD COMPUTING
Cloud computing is made up of a variety of layered elements, starting at the most basic physical layer of storage and server infrastructure and working up through the application and network layers. The cloud can be further divided into different implementation models based on whether it's created internally, outsourced or a combination of the two.

THREE CLOUD LAYERS 
1. Infrastructure cloud: Abstracts applications from servers and servers from storage
1. Content cloud: Abstracts data from applications
1. Information cloud: Abstracts access from clients to data

HOW CLOUD COMPUTING WORKS?
Cloud computing services all work a little differently, depending on the provider. But many provide a friendly, browser-based dashboard that makes it easier for IT professionals and developers to order resources and manage their accounts. Some cloud computing services are also designed to work with REST APIs and a command-line interface (CLI), giving developers multiple options.


USES OF CLOUD COMPUTING
You are probably using cloud computing right now, even if you don’t realise it. If you use an online service to send email, edit documents, watch movies or TV, listen to music, play games or store pictures and other files, it is likely that cloud computing is making it all possible behind the scenes. The first cloud computing services are barely a decade old, but already a variety of organisations—from tiny start-up’s to global corporations, government agencies to non-profits—are embracing the technology for all sorts of reasons. Here are a few of the things you can do with the cloud:
· Create new apps and services
· Store, back up and recover data
· Host websites and blogs
· Stream audio and video
· Deliver software on demand
· Analyse data for patterns and make predictions

CLOUD COMPUTING FOR LIBRARY SERVICES
Some of the usefulness and advantages of cloud computing for the library services are given below.
· Cost reduction- Ability to increase or decrease the consumption of hardware or software resources immediately and in some cases automatically.
· Scalability- “Pay as you go” allowing a more efficient control of expenditures.
· Lower investment, reduced risk- Immediate access to the improvements in the resource proposed (hardware and software) and debugging.
· Support included- Enjoyment of the most advanced security procedures, availability and performance of providers with experience and knowledge in this type of service.
· Greater security and accessibility- Access to resources from any geographical point and the ability to test and evaluate resources at no cost.
· Portability- since the service is available over the web, the service can be availed through browser from any part of the world.
· Adjustable storage- In the traditional system, if the server is less than what we have. The server should be replaced with the new one. In this computing, the storage capacity can be adjusted according to the needs of the library, since the storage is controlled by the service provider.
· Cloud OPAC- Most of the libraries in the world are having the catalogue over the web. These catalogues are available with their libraries local server made it available over the web. If the catalogue of the libraries made it available through cloud, it will be more benefit to the users to find out the availability of materials.
· Another benefit of cloud computing is that it addresses resource management in profoundly better ways. Through a cloud computing environment users can save and eliminate cost in services, personnel, and IT infrastructure. Reducing cost is one of the major attractions to cloud computing.


Conclusion
Cloud computing has brought us a new perspective to look at libraries resource-sharing problem. Cloud computing can be applied to digital library resources to improve information sharing capabilities, improve resource utilization. Therefore it is  time for libraries think seriously before clubbing libraries services with cloud based technologies and provide reliable and rapid services to  their users. Another role of LIS professionals in this virtual era is to make cloud based scrokes as a reliable medium to disseminate library services to their target users with ease of use and trustworthiness.
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Finger Print: A fingerprint is an impression of the friction ridges of all or any part of the finger. A friction ridge
is a raised portion of the on the pal mar (palm) or digits (fingers and toes) or plantar (sole) skin. consisting of
one or more connected ridge units of friction ridge skin [5]. In modern approach. live finger print readers are
used .These are based on optical. thermal. silicon or ultrasonic principles [8] [9]. A fingerprint image is shown
in figure 4.

Palm Print: Palm print verification is a slightly different implementation of the fingerprint technology. Palm
print scanning uses optical readers that are very similar to those used for fingerprint scanning: their size is.
however. much bigger [6]. A palm print image is shown in figure 5.

Hand Geometry: It is based on the fact that nearly every person’s hand is shaped differently and that the shape
of a person’s hand does not change after certain age. These techniques include the estimation of length, width.
thickness and surface area of the hand. Various method are used to measure the hands- Mechanical or optical
principle [10]. A hand geometry scanner image is shown in figure 6.

Figure 6: Hand geometry scanner [5] Figure 7: Face Figure 8: DNA [11]
Face: A facial recognition technique is an application of computer for automatically identifying or verifying a
person from a digital image or a video frame from a video source. Facial biometric technology relies on the
manllfacmre of the specific facial featlues The system usually look for the posmomug of eyes, nose and mouth

bi identifi
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relationship cash pay checks." The company is a bit puzzled by customer privacy fears.
After all, they say, how can using a unique fingerprint for identification be riskier to
theft than a plastic card, key chain token or account number that's tapped into a
computer or spoken over the phone? The company pledges not to sell or rent personal
information, or access to it. The fingerprint image recorded is not the same as those
collected by the federal government or law enforcement. [10]

It's similar to the finger-scan technology used at theme park gates. Those systems take
measurements of patrons' hands and fingers and link them to a multi-day pass to prevent
several people from using one person's pass.

Figure 6. The red light tells the customer, Darren Hiers, that the system is ready
to read his fingerprint.
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authentication process such as high blood pressure[8]. Also,
different papers have addressed other conditions that can
decrease the performance of retina scanning like wearing
glasses, lenses and etc [14].

Future Development: A few studies is conducted on the
improvements of the blood vessel pattern of the retina for the
automatic recognition of the individuals. Such as using a high
resolution sensor for capturing more accurate images of blood
vessel sample. Also, a new trend in retina recognition tries to
provide an efficient implementation of this biometric method in
mobile phones [4].

4.5 Hand Geometry Recognition

Many security systems and applications depend on the
recognition of hand geometry as an automated technique for
the identification/verification of their legitimate users. This
biometric authentication method started taking a wide
popularity in various security sectors. It was early installed and
used as a biometric method since the late of 60s [2,3,15,16].
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of human being ear. Naturally, a person is born with a visual
shape of his/her ears. However, human ear is not subject to
change while a person’s growth and even aging [3,14]. It has a
dependable stability which increases its level of security as a
proposed method for the security identification/verification of
individuals.

Figure 7. Ear based biometric authentication system

General scenario of the method: Ear recognition has the
same scenario of face recognition in terms of ear features
extraction and also matching processes. The actual
recognition scenario of this approach is using specific
measurements of outlook of the ear in which a mathematical
model is created for providing a unique template.

Advantages: It is more comfortable/friendly method in terms
of user contribution than iris and retina recognition.

Disadvantages: As like other biometric recognition schemes,

ear-based biometric authentication has its own drawbacks.

This method has not achieved a remarkable level of security
o " - -





image14.wmf

image15.jpeg
Sfﬂm}u're_f ' authenbic ad alilled forgen

' | wabosint ( Buthenbcored
W_ﬁ‘@ﬂﬁkhﬁ(‘,&'ﬁd 5 t‘@m}u‘rg @\akm o?f\t’ C Si‘ﬁnamwe)_

4oy (suuedfomeny @wkmm?@wwdm—j%





image16.jpeg




image17.jpeg




image18.gif




image19.emf
 

INVENTORY CONTROL SYSTEM  

SALES   INVENTORY  MANAGEMENT   PURCHASE  

DESPATCH   SALES RETURNS   RECEIPT   PURCHASE RETURNS   ADD TO STOCK  


image20.png
Face Input Log-Gabor
Leftiris Input Log-Gabor
Right Iris Input Log-Gabor





image21.png
Fuson Rule

Tacelopus

[y

Righ s It





image22.png
‘Threshold FAR% FRR%
08 2.2 2.0
0.9 74 26
10 145 31
11 102 54
12 89 78
13 62 53
14 29 16
15 0.9 151
16 05 74
17 0.2 192
18 015 29





image23.png
Threshold FARY TRR%
08 224 2.0
0.9 184 24
10 155 35
11 52 56
12 79 77
13 52 52
14 23 11
15 19 154
16 0.9 72
17 05 194
18 02 28





image24.png
Threshold FAR% FRR%
0.40 124 07
041 105 16
042 96 28
043 74 34
044 59 55
045 32 63
0.46 24 84
047 12 102
048 08 134
049 05 149
05 015 152





image25.png
Threshold FAR® FRE%
122 06
55 F)
51 26
74 314
B 535
33 559
23 789
11 52
056 104
05 15
018 12





image26.png
003

e
oazs
o2
E oors
oot
oces
o
o o2 o4 o [PRETIET





